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ABSTRACT

NoSQL data stores are widely used to store and retrieve possibly large amounts of data, typically in a key-value format. There are many NoSQL types with different performances, and thus it is important to compare them in terms of performance and verify how the performance is related to the database type. In this paper, we evaluate five most popular NoSQL databases: Cassandra, HBase, MongoDB, OrientDB and Redis. We compare those databases in terms of query performance, based on reads and updates, taking into consideration the typical workloads, as represented by the Yahoo! Cloud Serving Benchmark. This comparison allows users to choose the most appropriate database according to the specific mechanisms and application needs.
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1 INTRODUCTION

Nowadays, databases are considered a vital part of the organizations and are used all over the globe. Relational databases allow data storage, extraction and manipulation using a standard SQL language. Until now, relational databases were an optimal enterprise choice. However, with the constant growth of stored and analyzed data, relational databases exhibit a variety of limitations, e.g. the limitations of scalability and storage, and efficiency losing of query due to the large volumes of data, and the storage and management of larger databases become challenging.

In order to overcome these limitations, a new database model was developed with a set of new features, known as NoSQL databases [1]. Non-relational databases emerged as a breakthrough technology, and can be used sole or as complement to the relational database. NoSQL increases the performance of relational databases by a set of new characteristics and advantages. In comparison to relational databases, NoSQL databases are more flexible and horizontally scalable [2]. They are capable of taking advantage of new clusters and nodes transparently, without requiring additional database management or manual distribution of information. Since database administration may be a difficult task with such amounts of data, NoSQL databases are projected to automatically manage and distribute data, recover from faults and repair the whole system automatically [3].

When NoSQL technology started to emerge, NoSQL databases were known and characterized by the lack of consistency of its stored data. For the companies and systems, where strong consistency was essential, the lack of consistency could be a big limitation. With the increase of popularity of non-relational databases, such features and system
characteristics started to evolve. Currently, there are over 150 NoSQL databases with diverse features and optimizations [1], and a number of NoSQL databases provide all new features and advantages while keeping data consistent or even eventually consistent, depending on the system needs [4]. For example, MongoDB\(^1\), DynamoDB\(^2\) and SimpleDB\(^3\) supports strong and eventual consistency, and CouchDB\(^4\) provides the feature of the eventual consistency. Furthermore, in order to increase execution speed of querying, non-relational databases began to use volatile memory. Since I/O data access is slower, mapping database or its parts into volatile memory increases performance and reduces the overall execution time of querying.

Yet, although the use of non-relational databases has increased over past years, their capabilities have not been fully disclosed. In order to choose a database that would be more appropriate for a specific business, it is important to understand its main characteristics. Similar to relational databases, each NoSQL database provides different mechanisms to store and retrieve data, which directly affects performance. Each non-relational database has also different optimizations, resulting in different data loading time and execution times for reads or updates. The performed evaluation allows us to compare different types of NoSQL databases, and test the execution times of read and update operations.

We tested five popular NoSQL databases: Cassandra\(^5\), HBase\(^6\), MongoDB\(^7\), OrientDB\(^8\) and Redis\(^9\), and evaluate their execution speeds for different types of requests. Although there are a variety of solutions available for different types of NoSQL databases, those five NoSQL databases are most popular solutions for respective type. Some of the other popular NoSQL solutions are BigTable [19] (used as reference for HBase and Clouddata\(^10\)), DynamoDB, Couchbase\(^11\) Server, etc. During evaluation we used a benchmark with a typical range of workloads, Yahoo! Cloud Serving Benchmark [5], which provides execution of get and put operations, allowing to better understand the performance of a specific database: e.g. if it is faster for reads or inserts. The analysis and comparison of the results allowed us to verify how the different features and optimizations influence the performance of these databases.

In our previous work [6, 7], we evaluated the scalability of Cassandra and compared Cassandra and MongoDB. Differently, in this paper, we compared a higher number of the databases, and this work allowed us to understand which NoSQL database performs better in terms of operation types.

The remainder of this paper is organized as follows. The next section describes NoSQL databases. Section 3 presents the setup used for the evaluation of the NoSQL databases. The experimental evaluation is performed in the section 4. The section 5 discusses related work. Finally, in section 6 we present our conclusions and suggest future work.

2 NOSQL DATABASES

NoSQL databases are based on BASE (Basically Available, Soft State, and Eventually Consistent) principle that is characterized by high availability of data, while sacrificing its consistency [8, 9, 11]. On the other hand, relational databases are represented by ACID (Atomic, Consistent, Isolated, and Durable) principle where all the transactions committed are correct and do not corrupt database, and data is consistent [8]. Both principles come from the CAP theorem - Consistency, Availability, and Partition Tolerance [12]. According to this theorem, when it comes to working with distributed systems, only two of the three guarantees (C, A or P) can be achieved, so we need to choose the most important. When the consistency of data is crucial, relational databases should be used. When comparing these two models, it may be considered that BASE is more flexible than ACID. When data is distributed across multiple servers, the consistency becomes hard to achieve. NoSQL databases can be divided into four categories according to different optimizations [13]:

- **Key-value store.** In this type of databases all the data is stored as a pair of key and value. This structure is also known as “hash table”, where data retrieval is usually performed by using key to access value.

- **Document Store.** Such databases are designed to manage data stored in documents that use different format standards, such as, XML [15] or JSON [11]. This type of storage is more complex in comparison to storage used by Key-value Stores.

\(^{1}\) MongoDB: http://www.mongodb.org/
\(^{3}\) SimpleDB: http://aws.amazon.com/simpledb/
\(^{4}\) CouchDB: http://couchdb.apache.org
\(^{5}\) Cassandra: http://cassandra.apache.org
\(^{6}\) Hbase: http://hbase.apache.org/
\(^{7}\) MongoDB: http://www.mongodb.org/
\(^{8}\) OrientDB: ttp://www.orientdb.org/
\(^{9}\) Redis: http://redis.io/
\(^{10}\) Cloudata: http://www.cloudata.org/
\(^{11}\) Couchbase: http://www.couchbase.com/
Curriculum Family. Similar to RDBMS (Relational Database Management System), in this model all the data is stored as a set of rows and columns. Columns are grouped according to the relationship of data. When the data stored in some columns are often retrieved together, these columns are arranged in one group.

- Graph Database. The best use of these databases is when stored information can be represented in the form of a graph with interlinked elements, for example, social networking, road maps or transport routes.

Hence, Key-value Store databases would be more appropriate for the management of stocks and products, and data analysis in real time, due to the fact that these databases have good retrieving speed – retrieving values given specific keys - when the greatest amount of data can be mapped into memory. Document Store databases are a good choice when working with large amounts of documents that can be stored into structured files, such as text documents, emails or XML and CMS and CRM systems. Column Family databases should be used when the number of write operations exceeds reads, and this occurs, for example, during system logging. Finally, graph databases are more appropriate for working with connected data, for example, to analyze social connections among a set of individuals, road maps and transport systems.

In summary, NoSQL databases are built to easily scale across a large number of servers (by sharding/horizontal partitioning of data items), and to be fault tolerant (through replication, write-ahead logging, and data repair mechanisms). Furthermore, NoSQL supports achieving high write throughput (by employing memory caches and append-only storage semantics), low read latencies (through caching and smart storage data models), and flexibility (with schema-less design and denormalization). In addition, the different systems offer different approaches to issues such as consistency, replication strategies, data types, and data models.

The NoSQL databases evaluated in this paper are from the following categories:

- Cassandra and HBase: Column Family databases.
- Redis: Key-value Store database.

In the next section we will describe the experimental setup, which are used during evaluation of the databases, and specify the benchmark and versions of the databases that were tested.

3 EXPERIMENTAL SETUP

For the experimental analysis, we used the YCSB - Yahoo! Cloud Serving Benchmark [5], which allows us to evaluate and compare the performance of NoSQL databases. This benchmark consists of two components: a data generator and a set of performance tests consisting, in a simplistic way, of read and insert operations. Each of the test scenarios is called workload and is defined by a set of features, including a percentage of read and update operations, total number of operations, and number of records used. The benchmark package provides a set of default workloads that may be executed and are defined by read, update, scan and insert percentages. Default workloads are: A (50% read and 50% update), B (95% read and 5% update), C (100% read), D (95% read and 5% insert), E (95% scan and 5% insert) and F (50% read and 50% read-modify-write). Our focus is on comparing execution speed of get and put operations, which are most used operations. Therefore, we only executed workloads A, C, and an additional workload H, defined by us, which is 100% update. Table 1 shows the executed workloads and the respective operations.

<table>
<thead>
<tr>
<th>Workload</th>
<th>% Read</th>
<th>% Update</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>C</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>H</td>
<td>0</td>
<td>100</td>
</tr>
</tbody>
</table>

In order to evaluate the databases, we randomly generated 600,000 records, each with 10 fields of 100 bytes over the key registry identification, resulting in roughly 1kB total per record. The execution of workloads was made using 1000 operations, and this means that there were 1000 requests to the database under test, while varying the number of stored records and operations. There are other benchmarks available, such as, TPC-H or SSB, which could be used to evaluate database performance. We used YCSB because in a simplistic way NoSQL databases have only two operations: get and put, whereas TPC benchmarks are more suited for evaluation of SQL databases while executing decision support queries over non-synthetic data.

All the tests were executed on a Virtual Machine Ubuntu Server 32bit with 2GB RAM available, hosted on a computer with Windows 7 and a total of 4GB RAM. In this study, Graph databases have not been evaluated. Because as stated in [16], Graph databases
should not be evaluated according to the scenarios used in the analysis of the other types of NoSQL databases (Key-value Store; Document Store; Column Family), with requests formed by read and update operations. Usage of links between records requires a different approach, so there are specific benchmarks developed to evaluate the performance of Graph databases, such as, XGDBench [17].

During the experimental evaluation, we tested the following NoSQL databases, which are most used ones:

- Cassandra: Column Family database, version 1.2.1 (http://cassandra.apache.org/).
- HBase: Column Family database, version 0.94.10 (http://hbase.apache.org/).
- MongoDB: Document Store database, version 2.4.6 (http://www.mongodb.org/).
- Redis: Key-value Store database, version 2.6.14 (http://redis.io/).

4 EXPERIMENTAL EVALUATION

In the following subsections we present and analyze the execution times based on only reads and only updates, and both operations at the same time. We executed YCSB workloads A, C and H.

4.1 Evaluation over Workload A

Figure 1 show the results, in seconds, obtained while executing workload A that consists of 50% reads and 50% updates, over 600,000 records.

When analyzing the results of execution of workload A, a good performance is achieved by the Key-value Store database, Redis. This database highly uses volatile memory for data storage and retrieval, which allows lower execution time of requests. Among the tested databases of Column Family type, Cassandra exhibited a performance of 7.89 seconds, 2.70 times faster than HBase. The worst performance was presented by the Document Store database OrientDB (30.09 seconds), with an execution time 1.75 times higher compared to another Document Store database MongoDB. The worst execution time of OrientDB is due to the fact that records have to be read from disk, which is much slower in comparison to the volatile memory.

4.2 Evaluation over Workload C

Figure 2 shows the results obtained while executing workload C that consists of execution of 1000 read operations over 600,000 records.

The results of the execution of workload C indicate that the Document Store databases, HBase and OrientDB, showed the slow execution time during read operations. HBase presented the worst result, and it is 1.86 times lower compared to the Column Family database Cassandra. Given a large number of records, HBase showed more difficulty during execution of reads. In HBase, parts of the same record may be stored in different disk files, and this results in an increased execution time. HBase is optimized for the execution of updates, but for reads, as we will see later on, HBase shows a good performance over the workload H with 100% updates.

The second worst outcome was shown by OrientDB, which stores data records in disk and does not load data into memory. Redis had good execution time: it kept records in memory and thus showed minimal execution time for read operations. Database
Redis is projected to fast record retrieval using key due to mapping data in memory.

### 4.3 Evaluation over Workload H

Figure 3 shows the results of the execution of the workload H, which is 1000 updates over 600,000 records.

![Figure 3: Execution time of workload H (100% update over 600,000 records)](image)

With the execution of the workload H with 1000 updates, we observed better optimization of some databases for the execution of writes (in a simplistic way one update is one write). Two Column family databases, Cassandra and HBase, are optimized for performing updates: they load records as much as possible into memory, and thus the number of operations performed on the disk is reduced and the performance is increased.

Among the evaluated Document Store databases, OrientDB had the highest execution time with a total of 36.75 seconds, thus having a performance 1.69 times lower compared to the performance shown by MongoDB. The cause for this difference in execution time is the distinction of the storage type used by these databases: The OrientDB keeps records on disk rather than loading data into memory. The poor results of MongoDB are due to the use of locking mechanisms to perform update operations, and this increases execution time. Key-value Store databases are in-memory databases: they use volatile memory to map records, and thus database performance is increased significantly.

### 4.4 Overall Evaluation

Over previous subsections we presented results obtained over different workloads and data loading. In order to show more clearly the overall performance of these evaluated databases regardless of the type of performed operations, Figure 4 is generated. This figure shows the total execution time, values in seconds, for each of the tested databases. These values were obtained by summing the execution times of all workloads (A + C + H), and sorted in ascending order, from lowest execution time to highest.

![Overall Execution Time](image)

The overall results show that the in-memory database, Redis, had the best performance. Redis is a Key-value Store database and is highly optimized for performing get and put operations due to mapping data into RAM. It is well-known that in-memory databases are more efficient in query processing, but quantitative accuracy still lacks. One of our contributions in this study is presenting the quantitative results of the execution speed of the in-memory NoSQL database.

Cassandra and HBase, as Column Family databases, showed good update performance, since they are optimized for update operations. Nevertheless, from the overall evaluation results, those databases were more than 15 times slower than the Key-value Store database, Redis. Finally, Document Store databases had the worst execution times, and OrientDB is the database with the lowest overall performance. OrientDB was 1.61 times slower than MongoDB and had 58.32 times lower performance in comparison with Redis.

### 5 RELATED WORK

The concept of NoSQL was first used in 1998 by Carlo Strozzi to refer to an open source database that does not use SQL interface [18]. Strozzi prefers to refer to NoSQL as "nosequel" or "Norel" (non-relational), since it is the main difference between this technology and relational model. Its origin can also be related to the creation of Google’s BigTable model [19]. This database system, BigTable, is used for storage of projects developed by Google, for example, Google Earth. Amazon subsequently developed its own system, Dynamo [20]. These projects allowed taking a step
towards the evolution of NoSQL. However, the term reemerged only in 2009, at a meeting in San Francisco organized by Johan Oskarsson [21]. The name for the meeting, “NoSQL meetup”, was given by Eric Evans and from there on NoSQL became a buzzword.

Over the last years, NoSQL databases have been tested and studied, and their performance has been evaluated. There is a variety of papers, such as [22, 23, 24], which given overall analysis and presented theoretical approaches to describing characteristics and mechanisms of NoSQL databases. However, due to increased interests in non-relational technology, NoSQL databases have been analyzed not only from application perspective, but as enterprise ready and advantageous databases. Therefore, the research of their performance, characteristics and used mechanisms, has been increased. Some of those studies, such as [5], evaluate advantages of use of NoSQL technology by analyzing the throughput and the advantages that are brought by scalability of NoSQL databases. Different from these previous contributions, which evaluate throughput, we compare and analyzed the performance in terms of execution time of widely used NoSQL databases. Although in-memory databases are obviously more efficient than disk-based databases, but the efficiency and performance of NoSQL databases have not been compared quantitatively. Our work in this paper gives the quantitative results.

6 CONCLUSIONS AND FUTURE WORK

The popularity of NoSQL databases has increased as massive amounts of data are being collected and processed today. These databases bring a number of advantages, compared to relational databases, especially for large volumes of data, that are non-structured or semi structured. There are different types of NoSQL databases and each has its own set of features and characteristics, and these lead to the performance difference. The performance is an important factor for deciding which database will be used for enterprises and applications. Therefore, it is necessary to compare and analyze the execution time of difference NoSQL databases, and provide a performance reference.

In this paper, we evaluate five most popular non-relational databases from three types: Cassandra and HBase from Column Family databases, MongoDB and OrientDB from Document Store databases, and Redis from Key-value Store database. We use Yahoo! Cloud Serving Benchmark [5], and compare the execution times of these NoSQL databases over different types of workloads. Apart from the experimental evaluation, we also analyze the performance differences from the optimization mechanisms and data store approaches used by these databases.

The databases, which load data into volatile memory, like Redis, exhibited extremely fast response times regardless of workloads, due to the fast speeds of volatile memory compared to the extraction of the files stored on the hard drive. However, such databases depend on the amount of volatile memory, which is a much more expensive storage type compared to the disk.

The database with worst performance was the Document Store database, OrientDB, over different workloads. By analyzing obtained results we discover that this database requires more system capacities compared with the capacities provided by the environment used in the evaluation. Therefore, their performances were limited by the memory management, the operating system and the use of virtual machine environment.

HBase and Cassandra are databases that use a log for storing all performed changes, meanwhile the records are stored in memory for subsequent disk flush. The use of these mechanisms and following sequential writing to disk reduces the amount of disk operations that are characterized by low speed compared to the speed of the volatile memory. Thus, these databases are especially optimized for performing updates, while reads are more time consuming when compared with in-memory databases.

MongoDB is the database that showed largest increase in the execution time directly related to the increase of the number of updates performed. This database uses locking mechanisms, which increase execution time. On the other hand, the reads are not exclusive, so the mapping of records in memory increases performance. OrientDB performance also degraded with the increasing number of update operations.

As an overall analysis, in terms of optimization, NoSQL databases can be divided into two categories, the databases optimized for reads and the databases optimized for updates. Thus, MongoDB, Redis, and OrientDB are databases optimized to perform read operations, while Column Family databases, Cassandra and HBase, have a better performance during execution of updates.

As future work, we will compare and analyze the performance of NoSQL databases further: we will increase the number of operations performed and run NoSQL databases over multiple servers. This evaluation will allow us to better understand how NoSQL behaves while running in distributed and parallel environments. We also plan to evaluate the performance of Graph databases.
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