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ABSTRACT

Privacy is a key concern in many distributed systems that are rich in personal data such as networks of smart meters or smartphones. Decentralizing the processing of personal data in such systems is a promising first step towards achieving privacy through avoiding the collection of data altogether. However, decentralization in itself is not enough: Additional guarantees such as differential privacy are highly desirable. Here, we focus on stochastic gradient descent (SGD), a popular approach to implement distributed learning. Our goal is to design differentially private variants of SGD to be applied in gossip learning, a decentralized learning framework. Known approaches that are suitable for our scenario focus on protecting the gradient that is being computed in each iteration of SGD. This has the drawback that each data point can be accessed only a small number of times. We propose a solution in which we effectively publish the entire database in a differentially private way so that linear learners could be run that are allowed to access any (perturbed) data point any number of times. This flexibility is very useful when using the method in combination with distributed learning environments. We show empirically that the performance of the obtained model is comparable to that of previous gradient-based approaches and it is even superior in certain scenarios.
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1 INTRODUCTION

We are witnessing the proliferation of distributed computer systems that are composed of devices rich in sensitive personal data. These include the Internet of Things, and networks of smart meters and smartphones. While mining personal data has very important applications, data mining algorithms must protect the privacy of the users involved. An emerging approach to process data in such systems is relying on decentralization, as exemplified by Cisco’s Fog Computing initiative [4] where the goal is to process data as close to the source as possible. This is motivated both by efficiency and by data privacy. We also believe that an important first step to achieve privacy is to avoid the collection of data in a central location, however, additional measures are required to avoid information leakage due to the publication of query results.

Here, we are concerned with the scenario in which each networked device stores only a small amount of data (typically collected locally), while there are
many participating devices in the network. This model covers a wide range of applications including smart metering [21], collaborative mobile platforms [20] and Internet of Things platforms [25].

We focus on stochastic gradient descent (SGD) as our learning algorithm of choice. This algorithm forms the basis of the decentralized gossip learning framework that supports various model fitting problems including linear models for classification and matrix factorization for recommender systems [13, 19]. In this framework, SGD visits data records with the help of a random walk over the network and updates a model approximation based on each record using the local gradient at that record. In general, SGD is a preferable method in large scale data mining [6] due to its scalability and simplicity. In our edge computing scenario the simplicity of SGD is a very important advantage: All the sensitive computations can be made strictly local to network nodes, as we will show later. In addition, no aggregation, synchronization, or central collection of data is necessary.

We work within the framework of differential privacy [10], where information leakage can be explicitly bounded by, for example, adding appropriately engineered noise to the query output. The standard assumption in this framework is that the database is stored at a central trusted location where secure computations can be carried out and only the end result of the computation is made public. Without differentially private mechanisms, even if all the computations are performed securely, the privacy of the data is still not guaranteed as the output of any secure computation might leak information about individual data records indirectly.

In our decentralized setup we must face much stricter privacy requirements than in the centralized case. Here, nodes form a network, in which adversarial nodes can also participate. For this reason any computations that are performed by the individual nodes must also be protected. In other words, we assume that every single node acts as a tiny private database on which queries are run and the final output is computed based on a large set of such public queries. This is because honest but curious adversaries can participate in the computation itself. They can, for example, surround any given node learning about its input and output thereby learning the end result of the local computation that is performed by the surrounded node. While it is possible to design protective measures against honest but curious adversaries, here we simply treat the end result of every local computation public. Our goal here is to design and evaluate decentralized differentially private variants of SGD learning in the context of linear models.

The differential privacy of model fitting via optimization and in particular SGD was investigated earlier in a number of publications. Generic frameworks, such as PINQ [12] and GUPT [17], have been proposed that do not readily lend themselves to secure distributed implementations. Chaudhuri et al. propose a method based on adding noise to the end result only, or perturbing the objective function itself [8, 9]. These approaches do not allow for an obvious secure distributed implementation either in our framework. In the case of output perturbation the local computations are not protected. In the case of objective function perturbation, in a decentralized system the nodes first have to agree on the secret noise term to be added to the objective function, which is not feasible if we assume that adversaries can participate in the computation.

Song et al. propose a method [23] that does allow a distributed implementation [14]. There, instead of perturbing the objective function, each update during the iterative gradient descent procedure is made differentially private. This allows for fully local gradient updates where the resulting gradient and the updated model can be made public. This prevents any uncontrolled data leakage as long as the personal computing device is not compromised. However, due to the theoretical properties of differential privacy, each data point can be accessed only a limited number of times, after which the data points have to be thrown away, that is, they cannot be accessed for any purpose without an increased risk of data leakage. This reduces the flexibility of the method.

Our novel contribution is proposing and evaluating novel differentially private linear algorithms that are based on every participating device publishing a perturbed version of the personal data it stores locally. Our SGD algorithm accesses only these public noisy data records and fits a linear model. Note that the resulting noisy model will also be protected by differential privacy since it is based on public noisy data only. We also evaluate differentially private mini-batch SGD implemented using gradient perturbation.

The data perturbation approach that we are proposing has not been investigated in the literature, most likely because it results in extremely noisy data and also because, as we will show, it is not ideal in the case when there are many records at every participating node, since in this case a mini-batch approach with gradient perturbation is superior. However, an important advantage of data perturbation in our setting is that—since these points can be accessed an arbitrary number of times—the fitted model can make use of all the available information in the noisy data, as opposed to the noisy gradient approaches proposed earlier. This is important because in a decentralized environment it is rather hard to guarantee that nodes are used only a limited small number of times while processing all the nodes in a
robust and efficient manner. With data perturbation we can apply known robust and efficient decentralized methods without any change, so we can achieve much faster convergence, as we will demonstrate.

In addition, the data perturbation approach will be demonstrated to offer similar or better performance than the gradient perturbation approach when every node has only one data record. However, the gradient perturbation method will be shown to produce better quality models if every node has more than one record, as expected. In this case, we can implement a mini-batch SGD algorithm that, with the same privacy budget, achieves a performance close to that of the noiseless learning algorithm depending on the mini-batch size.

2 Background

2.1 Machine Learning

In this paper we focus on the sub-area of the machine learning called supervised learning or classification. Here, we are given a data set \( D \) which consists of \( n \) instances of the data set are composed of a feature vector \( x \in \mathbb{R}^d \) and the corresponding class label \( y \in C \) where \( d \) is the dimension of the problem and \( C \) is the domain of the classes. For example, when \( C = \{-1, 1\} \) we talk about binary classification. The goal of machine learning is to find a function \( f_w : \mathbb{R}^d \rightarrow C \) that can classify the given data instances correctly, and also those instances that are not presented in the database. This latter property is called generalization.

Moreover, in some cases the number of classes is more than two (e.g. \( K \)), we talk about multi-class classification. But these problems can be imagined and handled as \( K \) binary classification problems [3].

2.2 Stochastic Gradient Descent

For a model \( f_w() \) that depends on parameters \( w \) and for a loss function \( \ell() \) that defines the error between the prediction and the actual class, the learning problem we described above can be expressed as the optimization problem

\[
    w = \arg\min_w J(w) = \frac{1}{n} \sum_{i=1}^{n} \ell(f_w(x_i), y_i) + \frac{\lambda}{2} \|w\|^2,
\]

where \((\lambda/2)\|w\|^2\) is the regularization term with parameter \( \lambda \). The regularization term helps the model to avoid overfitting the data set, thus helping generalization.

Gradient descent (GD) is an optimization method that can solve the optimization problem above. The parameter vector is updated iteratively by the gradient of the objective function:

\[
    w_{t+1} = w_t - \eta_t \frac{\partial J}{\partial w},
\]

\[
    = w_t - \eta_t (\lambda w + \frac{1}{n} \sum_{i=1}^{n} \nabla \ell(f_w(x_i), y_i)), \tag{2}
\]

where \( \eta_t \) is the learning rate at time \( t \) that scales the size of the gradient step.

Stochastic gradient descent (SGD), on the other hand, computes the gradient on one instance only in every step. The update rule becomes

\[
    w_{t+1} = w_t - \eta_t (\lambda w + \nabla \ell(f_w(x_i), y_i)). \tag{3}
\]

Here two restrictions have to be applied on the learning rate to guarantee the convergence of the algorithm, namely \( \sum_t \eta_t^2 < \infty \) and \( \sum_t \eta_t = \infty \) [5].

2.3 Differential Privacy

Differential privacy [10] is concerned with the leakage of personal information due to publishing the results of a given query over a database. Even if performed securely, the result of a query can leak information about individual records, for example, the maximum of a set of values is an individual record in itself. Differential privacy is achieved if noise is added to the query result in such a way that the following definition is satisfied.

**Definition 1 (Differential Privacy):** A randomized query \( F : D \rightarrow \mathbb{R}^d \) is \( \epsilon \)-differentially private iff

\[
    \forall x : e^{-\epsilon} \leq \frac{P(F(D) = x)}{P(F(D') = x)} \leq e^\epsilon \tag{4}
\]

for all pairs of databases \( D \) and \( D' \) that differ in at most one record, where \( D \) is the set of possible databases.

That is, if we change one element in the database, the same output should be expected with a probability close to that over the original database. This way, one record never “matters too much” thereby limiting the information leakage as a result of the query.

A randomized query typically means adding noise to an otherwise deterministic query. This added noise is designed specifically for a given query and parameter \( \epsilon \) such that the definition of \( \epsilon \)-differential privacy is satisfied. In more detail, to generate the additive noise we need to pick a noise distribution and the right distribution parameters. A common approach to take is to first determine the so-called sensitivity of the query [10, 11]:

**Definition 2 (Global Sensitivity):** The global \( L^1 \)-sensitivity \( Z_F \) of \( F \) is given by

\[
    Z_F = \max_{D, D' \text{ differ in one record}} \|F(D) - F(D')\|_1. \tag{5}
\]
where \( \| \cdot \|_1 \) is the \( L^1 \) norm.

The definition can be generalized by replacing the \( L^1 \) norm with a different norm. The usual norms to apply are the \( L^1 \) norm and the \( L^2 \) norm. In the case of applying the \( L^1 \) norm, the following noise distribution can be used: we need to add to all the dimensions of the output independent noise drawn from \( \text{Laplace}(0, Z/\epsilon) \) (where \( Z \) is the global sensitivity of the query), which will result in \( \epsilon \)-differential privacy. Based on the theoretical results described in [11], noise can be generated for any other norms.

### 2.4 Support Vector Machines and Logistic Regression

**Support Vector Machines**: The linear support vector machine (SVM) is an approach to classification in machine learning that looks for the hyperplane that separates the classes from each other and has the maximal margin (the distance between the hyperplane and the training instances). Several approaches are known for solving the SVM problem using a stochastic gradient approach. The most appealing algorithm we are aware of is Pegasos [22], a sub-gradient approach (since the SVM loss function is non-differentiable, sub-gradients are used instead of gradients).

\[
\ell(f_w(x), y) = \max(0, 1 - w^T(yx)) \tag{6}
\]

The sub-gradient that is used in Pegasos at the instance \((x, y)\) with \( y \in \{-1, 1\} \) can be formulated as

\[
\nabla_t = \lambda w_t + 1[w^T(yx) < 1]y, \tag{7}
\]

where \( \lambda \) is a function that returns the value one if the condition is true, otherwise it returns zero. Parameter \( \lambda \) is the regularization parameter. The update rule is \( w_{t+1} = w_t - \eta_t \nabla_t \) where the learning rate \( \eta_t = 1/(\lambda t) \). This gives

\[
w_{t+1} = \left(1 - \frac{1}{t}\right)w_t + \eta_t [w^T(yx) < 1]y. \tag{8}
\]

**Logistic Regression**: In the case of logistic regression [16] the optimization problem is expressed as a maximization problem, since it is more natural to think of it as maximizing the logarithm of the likelihood.

\[
\ell(f_w(x), y) = \ln(1 + \exp(-w^T(yx))) \tag{9}
\]

The gradient that can be used to update the parameters of the model is

\[
\nabla_t = \lambda w_t + \left(1 - \frac{1}{1 + \exp(-w^T(yx))}\right)y \tag{10}
\]

#### Algorithm 1 Gossip Learning Framework

1: \((x, y) \leftarrow \) local training example
2: \(\text{currentModel} \leftarrow \text{initModel}()\)
3: \(\text{loop}\)
4: \(\text{wait}(\Delta)\)
5: \(p \leftarrow \text{selectPeer}()\)
6: \(\text{send currentModel to } p\)
7: \(\text{end loop}\)
8: \(\text{procedure} \text{ONRECEIVEMODEL}(w)\)
9: \(w \leftarrow \text{updateModel}(w, x, y)\)
10: \(\text{currentModel} \leftarrow (w + \text{currentModel})/2\)
11: \(\text{end procedure}\)

And the update rule is given as

\[
w_{t+1} = (1 - \frac{1}{t})w_t + \eta_t(1 - \frac{1}{1 + \exp(-w^T(yx))})y x \tag{11}\]

These update rules will form the basis of our differentially private algorithm.

### 2.5 Distributed Machine Learning

In our system model we are given a network of a large number of computational units (e.g. PCs, smart phones, tablets, wearable units, or smart meters). The members of this network can communicate with each other by message passing. A node in this network can send a message to another node whose address is known locally. We assume that every node in this network has only one training example \((x, y)\), but we can benefit from having more local data. The set of these isolated examples form our machine learning database. We would like to learn a model over these instances in a fully distributed manner while also preserving privacy.

The Gossip Learning Framework [19] is a possible way to learn models in this fully distributed environment. The basic idea is that in the network many models perform random walks and are updated at every node using the local example. The number of walking models is in the range of the number of nodes in the network. These walks are continuously averaged so that in effect a parallel SGD is approximated. In more detail, every node executes Algorithm 1. A node in the network first initializes a local model, then iteratively sends its local model to a randomly selected node in the network. The address of the randomly selected node is provided by a peer sampling service (e.g. the NewsCast [24] protocol). When a node receives a model, it updates the model by its locally stored training example using the SGD update rule, and then stores the updated model as its local model after averaging it with the previously received model. Using this protocol the models stored by the nodes will converge to the same global optimum.
Our study is inspired by gossip learning in the sense that we focus on SGD algorithms that are implemented through a random walk of the evolving model over the network. We will assume that this random walk itself is secure. Ideas for achieving secure random walks were outlined, for example, in [2]. Here, we focus on privacy. In order to achieve privacy, we will apply a differentially private variant of the local update step.

3 Algorithm

Our approach is based on publishing a noisy version of the local data at each node. After this, any algorithm can perform any amount of processing as long as the original noise free data is no longer accessed.

First, let us make the observation that the update rules in equations (8) and (11) depend only on $y \cdot x$ and the values of $x$ and $y$ are never used separately. Based on this, it suffices to publish noisy versions of $xy$.

We publish these values so that the entire set of values is $\epsilon$-differentially private for some given $\epsilon$. Since all the published query results belong to non-overlapping subsets of the database (each containing only one data instance) it is enough to make sure that every node publishes its $yx$ value with $\epsilon$-differential privacy. We will calculate the required amount of noise based on the sensitivity of $xy$ as defined in Section 2.3.

It is easy to see that for a given norm $\|\cdot\|$ the global sensitivity of $xy$ is $2 \max_x \|x\|$. Given that for any different instances $(x, y)$ and $(x', y')$, using that $|y| = 1$, we have

$$\|yx - y'x'\| \leq \|yx\| + \|y'y'\| = \|x\| + \|x'\| \leq 2 \max_x \|x\|. \tag{12}$$

the global sensitivity of $xy$ is given by

$$Z_{yx} = \max_{(x,y)\neq(x',y')} \|yx - y'x'\| \leq 2 \max_x \|x\|. \tag{13}$$

The value of $\max_x \|x\|$ is a global query itself. However, we can apply local normalization at all the nodes, that is, we can normalize each instance $x$ so that $\|x\| = 1$. This directly gives $Z_{yx} = 2$. Especially in higher dimensional spaces where the norms of the vectors tend to be similar, this does not introduce too much damage to the structure of the data. We repeat that, as explained in Section 2.3, any suitable norm can be chosen. The chosen norm in turn defines the formula for the noise term, and the corresponding normalization can be applied.

To sum up, all the nodes $i$ publish the value of $y_i x_i + N_i$, where $N_i$ is the noise term calculated as explained above. The database $\{y_1 x_1 + N_1, \ldots, y_n x_n + N_n\}$ can freely be post-processed by any algorithms. For the Pegasos algorithm, the update rule will be

$$w_{t+1} = (1 - \frac{1}{t})w_t + \eta_t \frac{1}{t} w^T (yx + N) < 1(yx + N), \tag{14}$$

while for logistic regression the update rule is

$$w_{t+1} = (1 - \frac{1}{t})w_t + \frac{1}{1 + e^{w^T (yx + N)}}(yx + N). \tag{15}$$

The output of these algorithms will inherit the property of $\epsilon$-differential privacy. In our approach, the $y_i x_i + N_i$ values stay at node $i$ locally, and processed by gossip learning, but they could just as well be collected centrally without posing privacy problems.

4 Experiments

A key intuition regarding this approach is that, although the amount of noise is rather substantial (in the order of the raw data itself), if the database is large enough then the structure of the data will still be preserved, also considering that the linear algorithms we apply are based on a structurally simple model (a hyperplane).

4.1 Datasets

In our experiments we used datasets from the UCI [1] machine learning repository and an artificial dataset as well. The real databases include the Mnist dataset, where the task is to recognize digits from 0 to 9 based on images of $28 \times 28$ gray intensity pixels; the Segmentation dataset, where connected image parts have to be identified; the Spambase dataset, where emails have to be categorized based on higher level feature representations. The artificial dataset is a set of two dimensional points belonging to two classes, as illustrated in Figure 2. The classes are generated from Gaussian distributions that have different expected values but have the same deviation, i.e. $N(\mu_1, \sigma)$ and $N(\mu_2, \sigma)$ for the negative and the positive classes, respectively, where $\mu_1 = (0, 10)$, $\mu_2 = (10, 0)$ and $\sigma = 1$ along both dimensions. The main properties of the above mentioned datasets can be seen in Table 1. The datasets represent various machine learning problems and have a variety of feature and sample sizes and number of classes.

In our evaluations we built a model on the training set of the dataset in question and evaluated this model on a non-overlapping test set. The evaluation metric we used is the accuracy of the prediction performance, that is, the fraction of correctly classified data instances on the test sets.
We normalized the datasets by transforming each feature independently into the [0,1] interval. This process is done for a feature \( i \) by applying
\[
\hat{f}_i = \frac{f_i - \min_i}{\max_i - \min_i},
\]
where the \( \max_i \) and \( \min_i \) are the maximal and minimal value of the feature on the training set. After this normalization we scaled the length of the instances to 1 according to the \( L^1 \) vector norm. The length scaling is performed locally.

Note that some of the datasets contain more than two classes. In these cases we teach a binary classifier for each class, where the positive cases belong to the given class and the negative cases are formed by the rest of the classes. This also means that we have more than one binary classification problems that have to share the available privacy budget. If we are given a budget of \( \epsilon \) and we have \( c \) binary classifiers then we assign a budget of \( \epsilon/c \) to each classifier.

### 4.2 The Drawbacks of Gradient Perturbation

In our first set of experiments we reproduce our own previous results [15] using the \( L^1 \) norm. Here, instead of the data instances, the calculated update gradient is perturbed in each update step. For this reason, only a limited number of updates are allowed for each data instance. Each training sample has a privacy budget \( \epsilon = 50 \) that can be managed in a number of ways. One can, for instance, set a finite number of \( k \) allowed updates and use \( \epsilon/k \) for each one. This means multiplying the magnitude of the noise term by \( k \) for each update. In the experimental evaluation we study this parameter looking at the cases of \( k = 1 \) and \( k = 5 \). We can also follow a different approach and divide \( \epsilon \) into an infinite number of parts by using \( \epsilon/2^t \) for update \( t \). This way noise increases exponentially, but we can execute as many updates as we wish using the same example.

The reproduced results are shown in Figure 1. As the figure shows the drawback of this method is that due to the limited budget the algorithm might never reach convergence. There are two possible ways of obtaining an unlimited number of update steps that are required for the convergence of SGD. One way is when we have an unlimited number of training examples, e.g. the instances of the dataset can be sampled from a parametric distribution. And the other is adding noise to the input data directly, the method we described here previously.

### 4.3 Results

We first experimented with our artificial dataset to demonstrate the main intuition behind adding noise to the data as opposed to the gradient. As we mentioned above, the additional noise preserves the direction of the hyperplane that separates the instances of different classes. To demonstrate this property we applied \( L^1 \) noise with different privacy levels on our artificial dataset and plotted the results in Figure 2. Note that the figure represents the points \( x_i + N_i \) for all records \( i \) (where \( N_i \) is the noise term) instead of \( y_i x_i + N_i \). This visualization is correct because \( y_i x_i + N_i = y_i (x_i + N_i/y_i) \) where \( N_i/y_i \) has the same distribution as \( N_i \) since \( y_i \in \{-1,1\} \) and the distribution of \( N_i \) is symmetric with a center of zero. This also implies that we can think of the privacy mechanism as adding noise to \( x_i \).

We then used the LibSVM [7] and the PegasosSVM [22] software packages to classify the instances and based on the result we reconstructed the separating hyperplane as shown in Figure 2. In this illustrating example, the model produced by the SVM solver remains exactly the same in expectation. This is because the arrangement of the original classes and the distribution of the noise are such that the distribution of the original classes are mirror images of each other over the separating hyperplane and this property is preserved in the case of the noisy classes as well.

This assumption will not hold in general but this example illustrates the intuition behind the approach nevertheless: Even a very large amount of noise can

<table>
<thead>
<tr>
<th>Table 1: The main properties of the datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training set size</td>
</tr>
<tr>
<td>Test set size</td>
</tr>
<tr>
<td>Number of features</td>
</tr>
<tr>
<td>Number of classes</td>
</tr>
<tr>
<td>Class-label distribution</td>
</tr>
</tbody>
</table>
Figure 1: The effect of using different strategies for privacy budget management for gradient perturbation
We now present our empirical results illustrating the performance of data perturbation and gradient perturbation. Every result we present is the average of 10 independent runs. We vary the privacy levels, and we also apply the mini batch technique. In the distributed setting, the mini batch technique assumes that a single node has $k > 1$ examples. This also means that the number of nodes will be the number of training examples divided by $k$. In this case, the node can compute a combined gradient, namely the average of the gradients of the data samples it has. In the case of gradient perturbation, the noise has to be added only to this combined gradient.

In the mini-batch gradient perturbation algorithm we have many choices to manage the privacy budget $\epsilon$, similarly to the cases explained in Section 4.2. The first variant we look at is using all the budget of $\epsilon$ at once on a node with $k$ samples, thus we have one update per node. This will result in less noise as a function of $k$, given that the sensitivity of the average query (see Section 2.3) in the case of batch size $k$ can be easily shown to be $1/k$ times the sensitivity of a single data record. The results are shown in Figure 3.

The second variant we look at is aimed at keeping the number of update steps (that is, the number of gradients used) constant and equal to the number of data records. This means that we visit each mini-batch of size $k$ exactly $k$ times. Each time, we use a budget of $\epsilon/k$. The results are shown in Figure 4.

In the case of data perturbation, we perturb all the individual data points, so the mini batch technique will not affect the final theoretical quality of the model. The mini batch technique still offers a practical improvement though: It improves convergence speed since the gradients used to update the model will be smoother. However, now we are interested only in the quality of the final model, and optimize the model until convergence no matter how many gradient updates it takes, so batch size is irrelevant for this experiment.

In our experiments we varied the privacy level $\epsilon$ and batch size and ran experiments with all combinations. The batch size and the privacy level $\epsilon$ both took values from the set \{1, 5, 10, 50, 100\} and we apply heat-maps
Figure 3: Experiments with various batch sizes and privacy levels. The top row and left column of each heat-map represent the results without privacy preservation and the results applying data perturbation, respectively. Lighter color means better performance.
Figure 4: Experiments with various batch sizes and privacy levels, allowing an equal number of gradient updates in each experiment. The top row and left column of each heat-map represent the results without privacy preservation and the results applying data perturbation, respectively. Lighter color means better performance.
to illustrate all the combinations in Figures 3 and 4. In addition, the top row of the heat-maps represents the results of the data perturbation method, and the left column shows the results of the algorithms without any privacy preservation (that is, with $\epsilon = \infty$).

For the optimization the algorithms described in Section 2.4 were used. The learning rate parameter was $\lambda = 10^{-4}$ for both logistic regression and Pegasos SVM. No parameter optimization was performed.

As expected, lower privacy levels (i.e., higher $\epsilon$ values) result in better performance. That is, for a fixed batch-size the values in the rows getting better and better towards the upper parts of the figures. The heat-maps also suggest that the logistic regression learning algorithm tolerates the noisy data less than the SVM algorithm. We note here though that no parameter search was performed, the algorithms were run with the same default learning rate.

The optimal batch-size depends on the number of nodes in the variants where the number of updates depends on the number of nodes (Figure 3). With a larger database, larger and larger batch sizes are optimal. When the number of gradient updates is fixed, the performance does not seem to depend on the batch size (Figure 4). The likely explanation is that although the mini batch method does offer a smoother gradient, this smoothing is not significant compared to the amount of noise we add to the gradient to preserve privacy. In any case, when enough data is available locally, it appears to be more advisable to run gradient perturbation with a suitable batch size.

However, with $k = 1$ it is preferable to apply data perturbation, as illustrated by the results. We should not forget that data perturbation has the additional benefit of being reusable in any learning problem or algorithm, whereas after applying the gradient perturbation algorithm, the data cannot be used again.

The last set of experiments we present were performed to test the algorithms in a fully distributed environment with additional optimizations that are applicable in such environments. Through these experiments we can illustrate another advantage of data perturbation, apart from the re-usability of the datasets. Namely, the data perturbation approach allows us to apply the Gossip Learning Framework (Golf), introduced in Section 2.5. Note that Golf is impossible to implement with gradient
perturbation, because in Golf every node performs an update in every cycle, whereas with gradient perturbation we can implement only a single random walk in the entire system after which we must throw away the data.

We used the PegasosSVM and Logistic Regression learning algorithms to implement SGD and we used the PeerSim simulation environment [18] to simulate Golf. We set $\epsilon = 50$. The number of nodes in the network was the same as the number of training instances. Each node has only one training sample and at the beginning of the simulation each node initialized a learning model. We evaluated the performance of the models over a sample of 100 nodes in the network, chosen uniformly at random in every gossip cycle.

The results are shown in Figure 5. As expected, all variants converge to the theoretical maximum performance. The convergence speed is different, though. Golf is clearly the fastest. Please note the logarithmic scale on the time axis. In fact, Golf offers a radically faster convergence rate due to the implemented asynchronous parallel SGD compared to the sequential SGD. Again, this is possible only because data perturbation (unlike gradient perturbation) allows us to apply Golf directly.

5 CONCLUSIONS

We proposed and evaluated the data perturbation method for supporting stochastic gradient descent for linear models. The method provides explicitly controlled differential privacy for the end result of stochastic gradient descent search and it allows the entire dataset to be published as well. This way, the learning data can be shared and used in an unlimited number of times. This property allows us to learn more models, fine tune their parameters, run the SGD algorithm until convergence, and run off-the-shelf distributed learning algorithms like Golf without change.

We demonstrated that the achieved performance of the models are better than the results of gradient perturbation if every node has only a single record. If every node has a large number of data records, mini-batch gradient perturbation results in a better performance with the same privacy budget along with the appropriate mini-batch size. However, with gradient perturbation, the data can no longer be used for any other queries.
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