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ABSTRACT

User Generated Content (UGC) exchanged [1] via large Social Network is considered a very important knowledge
source about all aspects of the social engagements (e.g. interests, events, personal information, personal prefer-
ences, social experience, skills etc.). However this data is inherently unstructured or semi-structured. In this paper,
we describe the results of a case study on LinkedIn Ireland public profiles. The study investigated how the avail-
able knowledge could be harvested from LinkedIn in a novel way by developing and applying a reusable knowledge
model using linked open data vocabularies and semantic web. In addition, the paper discusses the crawling and
data normalisation strategies that we developed, so that high quality metadata could be extracted from the LinkedIn
public profiles. Apart from the search engine in LinkedIn.com itself, there are no well known publicly available
endpoints that allow users to query knowledge concerning the interests of individuals on LinkedIn. In particular,
we present a system that extracts and converts information from raw web pages of LinkedIn public profiles into a
machine-readable, interoperable format using data mining and Semantic Web technologies. The outcomes of our
research can be summarized as follows: (1) A reusable knowledge model which can represent LinkedIn public users
and company profiles using linked data vocabularies and structured data, (2) a public SPARQL endpoint to access
structured data about Irish industry and public profiles, (3) a scalable data crawling strategy and mashup based
data normalisation approach. The proposed data mining and knowledge representation proposed in this paper are
evaluated in four ways: (1) We evaluate metadata quality using automated techniques, such as data completeness
and data linkage. (2) Data accuracy is evaluated via user studies. In particular, accuracy is evaluated by compar-
ison of manually entered metadata fields and the metadata which was automatically extracted. (3) User perceived
metadata quality is measured by asking users to rate the automatically extracted metadata in user studies. (4)
Finally, the paper discusses how the extracted metadata suits for a user interface design. Overall, the evaluations
show that the extracted metadata is of high quality and meets the requirements of a data visualisation user interface.
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1 INTRODUCTION

Social media sites such as Facebook and Twitter
are gradually changing how information is shared
and exchanged around the world, and has become

a new source of valuable knowledge. Users gen-
erate data with a feeling of reward, since they
can gain recognition and attention from other users
[1]. For researchers in Information Technology (IT) in-
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dustry, UGC represents a new, inexpensive and fast way
to obtain data which was barely impossible in the past.

LinkedIn.com, the world’s largest profession network
1, contains a large amount of hidden career and coun-
try based industry information, but as yet not discovered
or utilised. Unlike Facebook and Twitter, the study of
LinkedIn.com is not getting as much attentions as it per-
haps should.

Semantic Web, as believed, will be the “Next gen-
eration of knowledge representation and processing
technology”[2]. It aims to extend the world of human
readable Web documents to a new world of machine un-
derstandableand interoperable knowledge.

1.1 Motivations

The lack of existing research on LinkedIn.com provides
an opportunity. In our work, we use LinkedIn Ireland
as the study subject, and aim to develop a reusable,
queryable knowledge model for LinkedIn public profiles.
The importance of our work can be described in several
aspects:

Firstly, obtaining full insights about Ireland industry,
personal skills and professionals’ education background
is always important for a number of entities, e.g. govern-
ment, semi state bodies, commercial operators. This can
be easily scale to LinkedIn worldwide.

Secondly, it is a good complement for government
statistics about industries and professionals. The effec-
tiveness and timeliness of UGC can always guarantee
that we receive the first hand data.

Thirdly, with our approach, an online public dataset
will be provided so that everyone who interest in Ireland
facts can query the public SPARQL endpoint with com-
plex queries in order to receive information.

Finally, a user interface can be built on top of the
knowledge model that we devloped in order to support
complex queries about our dataset. Government, prac-
titioners in Human Resources (HR), and job seekers are
possible target audience. We briefly show an example
user interface that uses the extracted knowledge from the
LinkedIn public profiles.

1.2 Research Questions

We try to address the following questions in this paper:

1. Can we take advantages of Semantic Web tech-
nologies to build a knowledge model and gener-
ate a dataset from the publicly provided data by
LinkedIn.com?

1According to their official website: http://www.linkedin.
com/about-us

2. In order to achieve interoperability and common
agreement, can we reuse existing ontologies and
public vocabularies, and integrate them into our
model?

3. How useful is the extracted data? Can we guarantee
a level of metadata quality thus the extracted meta-
data will be useful?

4. Is it possible to have a working user interface that
make use of our dataset and demonstrate some use-
ful use cases?

1.3 Contributions

Reusable knowledge model from LinkedIn public profiles
We present a queryable, extendible knowledge

graph (Figure 1) that capture the data relationship of
LinkedIn.com public profiles and company profiles. It
can be used by LinkedIn internally or by other re-
searchers who are interested in UGC of LinkedIn.com.

Public online SPARQL endpoint for complex querying
about Irish industry

We publish our dataset through a SPARQL endpoint
at http://128.199.243.88/test/. It is a standard SPARQL
endpoint that powered by 4store[3]. Our endpoint accept
HTTP POST requests and support a number of RDF for-
mat, such as XML, JSON, plain and turtle. Anyone who
is interested in discovering Irish industry and college
facts can use this service. Here are some information
and statistics about the dataset. The dataset was extracted
from LinkedIn Ireland public profiles in August 2013. In
total, we have 819,488 triples and 415,916 RDF links.
In addition, the dataset contains 13,014 personal profile,
24,778 company profile and 15917 skill instances.

We also published the RDF dump of the extracted
metadata 2 where interested researchers can directly ac-
cess the dataset. Please note that user profiles were
anonymized and any personal information was removed
from the published metadata.

Scalable crawling strategy
Our crawling strategy is scalable to any numbers of

LinkedIn public profiles. If we consider a profile is a
node, since in the profile, LinkedIn will suggest 6 to
8 similar profiles (nodes), the graph is expanding very
quickly (exponentially). Therefore, data mining practi-
tioners (and other researchers) can make use of our strat-
egy, as discussed in section 4, to download profiles in
any subdomains of LinkedIn.

Data normalisation and mashup based city informa-
tion extraction strategy

2https://github.com/ljw7630/
MasterDissertationProject/raw/master/result/
archive.tar
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Based on our user study, the strategy is widely ac-
cepted by our survey participants, with average of 0.85
F-score and 4.089/5 user rating. The approach can
be generalized to obtain city information by company
names. Another approach is to use Google reverse
Geocoding service 3. However, even we do not have
comparison result on hand, the provided results by re-
verse geocoding service seems to worse than using a
country’s yellow page database.

2 RELATED WORK

2.1 Introduction

Our work focuses on developing knowledge model rep-
resentations of UGC in the context of Semantic Web.
Ideally, the data model should be general enough so that
new knowledge can be inferred from the extracted data.
Since we use RDF triples to represent data, SPARQL
will be used as the query tool to answer questions.

In order to generate knowledge models from raw Hy-
perText Markup Language (HTML) files of LinkedIn
public profiles, a number of challenges are required to
be addressed, such as data extraction, knowledge mod-
elling, content integration and evaluation of the extracted
data. In this section, we discuss related works in these
fields in detail.

2.2 Data Extraction

[4] provides an up-to-date survey on web data extraction.
In this paper, three common techniques for web data ex-
traction is listed: 1. Tree-based approach: Analysis on
Document Object Model (DOM) trees. 2. Web wrapper:
Use procedures to seek and find the required data. 3. Ma-
chine learning approach: Using reasoning or other Artifi-
cial Intelligence (AI) techniques to find the data of inter-
est. In addition, the paper provides a full list of famous
applications that are being used in the real world. Since
LinkedIn personal and company profiles are represented
with few page templates, in our approach, a Web wrap-
per method will be used to extract data. This means that
we do not need to learn many templates and a Wrapper
approach is suitable in our context. Although LinkedIn
pages do not contain structured knowledge, the formats
are consistent and barely change. Even when profiles are
incomplete, we can handle this in our Wrapper approach.

[5] presents a framework that exploits Web documents
using a “Tree Alignment Algorithm”, in which they build
trees iteratively and try to find record boundaries and re-
peating patterns. Then, they build “conceptual graphs”

3http://developers.google.com/maps/
documentation/javascript/geocoding?csw=1#
ReverseGeocoding

to represent domain knowledge. Finally they map the
conceptual structure to the extracted data items. Since
the conceptual graph is directly mapped to a database
schema, this approach can reduce the time of convert-
ing the extracted content to database records. The Tree
Alignment Algorithm here could be very useful in our
work, since we are also trying to extract data of interest
from semi-structure LinkedIn profile files. However, as
far as the author can tell, their mapping approach might
be not scalable, as it requires manual creation of a “con-
ceptual graph”, which makes this approach no better than
using pure “Regular Expression” approach. Neverthe-
less, we can learn from the “mapping” process and adopt
it. In our case, Levenshtein distance (Edit distance) or
Cosine similarity (Vector space model) could be used to
classify terms and correct typos.

Finally, there are many systems for data extraction
and semantic annotation, such as GATE [6], UIMA [7],
PEARL [8], APACHE STANBOL [9], and CODA [10].
The common aspect of all these systems is that they pro-
vide a strong engineering infrastructure and dedicated
languages to manage the extraction and annotation pro-
cesses (e.g. GATE’s JAPE and UIMA’s RUTA). In our
context, since the LinkedIn pages have a very specific
layout, a Wrapper approach was tested. However, in fu-
ture we can investigate how we can benefit from the ex-
isting systems in order to improve our work.

2.3 Knowledge Modelling

We can think of an Ontology is a collection of terms that
defines the concepts and relationships of an area 4. It is
the cornerstone of the Semantic Web; by publishing on-
tologies and combining them together, the web of knowl-
edge will finally be constructed.

[11] mainly focus on the strategy of building simple
Ontologies for social networks. A tripartite model is sug-
gested, specifically an Actor-Concept-Instance model.
The paper demonstrates the applicability of the model
using two examples. The paper also shows how the on-
tology is emerged based on the model and how it is ex-
tended to support Ontology Extraction from Web Pages.
However, this approach mainly about Community On-
tology Construction, as LinkedIn public profiles has no
or very limit connection information. In our approach,
we will try to enhance linkage/mapping to other datasets
in order to increase interoperability of our model. For
example, we have inter-linkage to: DBpedia (for gen-
eral information), Academic Institution Internal Struc-
ture Ontology (AIISO) (for academic skills, courses) and
Friend of A Friend (FOAF) (for person information). In

4http://www.w3.org/standards/semanticweb/
ontology
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particular, we focus on reusing linked open data vocab-
ularies and linking to existing objects whereas possible,
which is a good practice in ontology engineering.

[12] focuses on extracting information from Artifi-
cial Intelligence related conferences and workshops by
building an Ontology for AI. Again, it constructs do-
main concept knowledge from nested tags. For exam-
ple, in HTML, <h1>means a more general term than
<h2>, so an instance of <h2>is a subclass of an in-
stance of <h1>. Then in the optimisation process, they
perform“ontology pruning and union” to handle concept
duplication. However, this strategy might result in wrong
classification. To summarise, this approach is very use-
ful provided that the user knows the concepts in the web
pages for hierarchical classification. It could not be gen-
eralized for other loose structured websites.

In this work, our goal is to build an Ontology for
LinkedIn public profiles using automated process. The
reasons for doing that are, firstly, Linkedin.com is one
of the main knowledge sources for professional informa-
tion. People publish their education, skills, experiences
on the site and we expect these kinds of information can
answer complex questions. For example, decision maker
may want to track the trending of an industry by look-
ing at the number of employees and the number of new
startups in the specific area. Secondly, we choose Se-
mantic Web because we want to link the knowledge into
the Linked Open Data (LOD) to maximise the usability
of our data. In addition, the interoperability feature pro-
vided by RDF can lead to flexible use of triples (Again,
in this case, data can drive the application developments)

2.4 Content Integration and Classification

One of the major problems in Information Extraction
(IE), especially in social media information extraction
is the variety of the similar words. For example, in
LinkedIn.com, a user can claim himself as ”Graduated
from Trinity College Dublin”, meanwhile, another user
will say she is studying at ”TCD”. When we build an on-
tology and try to link our data to LOD, we really have to
be very careful about declaiming a term more than once.
A false positive result is also not acceptable, in a way
that we might misclassify address ”Dublin” in ”Dublin
Core” as the capital of Ireland. So finding ways to clean
up the data and classify them correctly are considered
two complex tasks in Information Extraction.

[13] introduces a widely used Open Source Search En-
gine: Lucene. We can simply take the advantage of the
built-in keyword search feature to help us identify simi-
lar words in the content we extracted.

2.5 Evaluation of the Extracted Data

As everyone can publish their data on the Internet, the
evaluation of the data quality becomes a very impor-
tant aspect in Ontology building. People cannot reuse
the data with bad quality, so publishing the data without
quality assurance will significantly reduce the value and
the reusability of the data. Therefore, we evaluated some
metrics and a data assessment framework:

[14] proposes useful metrics to automatically evaluate
the quality of the metadata. This is particularly impor-
tant, since metadata quality assessment by human evalu-
ators is a very time-consuming task and it does not scale.
Therefore, we used these metrics to automatically assess
overall metadata quality. In particular, we focused on
data completeness and data linkage metrics. Metadata
completeness measures how complete is the extracted
metadata given the ideal metadata representation of a
record. For example, in an ideal LinkedIn profile repre-
sentation, a person record contains all possible metadata
fields such as personal information, skills set, education
background, work experiences, etc. In large datasets like
our dataset, completeness metric could give an overall
big picture about how complete is the person or com-
pany profiles. Hence, it can provide insights about the
usefulness of the extracted metadata.

Moreover, we used data accuracy metric to measure
how correct is the extracted metadata compared to the
ground truth metadata provided by users. In particular,
we utilized user studies and ask subjects to manually en-
ter metadata values. Then, we take users answers as
a ground truth and compare with the automatically ex-
tracted metadata, which is a common practice in data
mining [15]. Using the ground truth, precision, recall
and f-measure metrics can be utilized for data accuracy
analysis [16].

Furthermore, using user studies, subjects can evalu-
ate user perceived metadata quality by rating (i.e. scor-
ing) the automatically extracted metadata. Finally, con-
formance to expectations is a way to test whether the
schema meets the requirement of use cases, and sup-
ports arbitrary complex queries. Because our dataset will
be used by another project: “Leveraging Power of So-
cial Media and Data Visualisation”, we can evaluate the
dataset by looking at whether the data is complied with
the user and visualization requirements.

3 SYSTEM DESIGN

3.1 Requirements

In order to answer the research questions and produce
public dataset at the end, the system should be capable
to:

4
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1. Use a knowledge model to describe how the data
should be stored (in RDF format).

2. Download LinkedIn personal public profiles and
company public profiles, where the data should be
in HTML format.

3. Extract data from the raw HTML files.

4. Normalise the metadata to provide consistent and
structured output, which means the system should
be able to correct dirty data. Providing high qual-
ity metadata is an important requirement for the
user interface (UI) that will use SPARQL queries
to search and reason over the extracted metadata.

5. Convert the data into RDF triples, and store it in a
publicly accessible triplestore.

Additionally, the system also has a number of non-
functional requirements that needs to be fulfilled:

1. Crawling Performance and Parsing Perfor-
mance
The system should be able to download and parse
enough number of profiles in a reasonable time. Be-
cause timeliness is the nature of UGC, if it takes too
long to perform this, we lose the chance of getting
first hand information.

2. Query Performance
The system should be able to respond to the user in-
terface queries in a reasonable time in order to make
sure that the UI is usable.

3. Metadata Fitness to the UI
The system should be able to extract the key meta-
data fields that is required by the visualization UI.

3.2 Knowledge Model

As discussed in the previous section, we decide to use
Semantic Web technologies for knowledge modelling.
The first step we need to perform is that we need to come
out with an Ontology that can reflect the actual knowl-
edge of LinkedIn personal profiles and company pro-
files. After investigating sample profiles from LinkedIn,
we generated an ontology, called LinkedIn Ontology, by
reusing existing concepts from the linked open data vo-
cabularies whereas possible. Figure 1 presents a concep-
tual overview of the LinkedIn Ontology. The ontology is
accessible online 5.

5https://github.com/ljw7630/
MasterDissertationProject/raw/master/result/
archive.tar

As shown in the figure, the model can be divided into
three core concepts: Person, Education and Organisa-
tion. In LinkedIn personal profiles, a person might have
current living city, skills, work position, job title, start
date and end date of the position. In addition, a person
might have education background, such as college name,
major, degree and start year and end year of the college.

For a LinkedIn company profile, it might contain
headquarters, company type (public, private own, etc.),
industry type (e.g. IT) and company size.

Our knowledge model links the personal profiles with
company profiles using the“position” concept. The
whole graph is linked so that we can perform arbitrary
queries. For example, we can discover the relation-
ships between the education background and organisa-
tion through relations between person and position con-
cepts.

One key point to note is Semantic Web is built around
the idea of triples, which means an expression has the
structure of “subject”, “predicate” and “object”. In the
graph, the names in circle are “Class”, the link between
two “Classes” is call “Property” (predicate), it is used to
link an instance of one Class to an instance of another
Class.

Moreover, we worked in cooperation with the data
visualisation project for constructing the knowledge
model. In particular, we specified 3 different end-user
scenarios (as we explain in detail in section 5.4) and we
work on the knowledge model to support these scenar-
ios. According to discussions, we appropriately revised
the knowledge model. In particular, an action research
methodology was used with several cycles of Plan, Ac-
tion, Observe and Reflect [17].

Reusing existing ontologies: Ontology reuse is an im-
portant concept in Ontology Engineering. According to
[18], it increases the quality of the application, achieves
interoperability, improves cost in ontology development
and helps applications agree on the domain concepts.
One mission of Semantic Web is to achieve data inter-
operability. If two applications cannot understand the
meaning or the semantics of data, then these two appli-
cations cannot communicate. Therefore, we need to try
our best to reuse existing, well known Ontologies so that
other Semantic Web application can at least partially un-
derstand our domain, hence reduce the needs of Ontol-
ogy mapping.

As illustrated in Figure 1, we partially reuse the fol-
lowing vocabularies or ontologies: Simple Knowledge
Organization System (SKOS), AIISO, DBpedia, FOAF.
However, the reasons for reusing them are varies:

1. Simple Knowledge Organization System (SKOS) 6

Just as its name suggest, SKOS is used for “knowl-
6http://www.w3.org/2004/02/skos/
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Figure 1: Conceptual knowledge model of the LinkedIn ontology

edge organisation”, such as “structured vocabu-
laries” and “classification schemes”[19]. We use
SKOS representation to define academic disciplines
(major) and relationships between them. For ex-
ample, one LinkedIn user studies “Computer Sci-
ence”, another one studies“Artificial Intelligence”.
If we can define, in a SKOS manner, say “Com-
puter Science” is a “broader” term of “Artificial In-
telligence”, then our system can handle the disci-
pline hierarchy. It is also good for our endpoint
UI that users our dataset. Since the hierarchy can
identify both general and specific concepts. Thus,
with SPARQL queries, users can reason and query
inferred knowledge. To achieve this, we use DBpe-
dia academic disciplines and convert to SKOS us-
ing skos:broader relationship. For instance, every
academic discipline is represented as skos:Concept
and it is connected to super or sub-concepts using
skos:broader relationship.

2. AIISO 7

We make use of AIISO class definition to define
our education concept. As the Ontology is used to

7http://vocab.org/aiiso/schema

describe the internal state of an Academic Institu-
tion, it has definitions about college, course (we also
called major or discipline), and degree. Thus we do
not need to create our own concept about education
but reused these concepts instead.

3. DBpedia 8

DBpedia is the Semantic Web version of Wikipedia,
and it is considered to be the nucleus of the Web of
Data[20]. The more terms we can reuse from DB-
pedia, the more interoperability we can obtain. We
use both class definitions and property definitions
from DBpedia ontology: City (Class), city (prop-
erty), industry (property), language (property), Lan-
guage (Class).

4. Friend of a Friend (FOAF) 9

FOAF is another widely used ontology, which
describes and links data in social networks[21].
We use foaf:Person to define our LinkedIn user
and foaf:Organization to define the company in
LinkedIn work experience.

8http://dbpedia.org/About
9http://www.foaf-project.org/
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DBpedia, FOAF and AIISO form the backbone of the
developed knowledge model. Our LinkedIn ontology
and the used ontologies are available online 10.

3.3 System architecture

According the requirements, we design the system as
shown in Figure 2. In particular LinkedIn.com does
not provide Application programming interface (API)
for downloading their public profiles. Instead, we use
Google search results to achieve this. A brief system
flow is given as follows, where more details are dis-
cussed in the next section:

1. Use Google search engine to query user profiles
from LinkedIn Ireland.

2. Receive the response from Google, and download
the html files base on the Uniform resource locator
(URL) in response content.

3. Call the parser to parse the HTML files and get the
fields that will be used, as shown in the Figure 1.

4. Then the extracted data is sent to a data normali-
sation module (Lucene search engine in this case),
where the data is cleaned up and normalised.

5. Finally we build the RDF triples using the nor-
malised data and store them into our triplestore.

3.4 Design Decisions

Several design decisions are discussed as follows:
Firstly, we decide to separate the profile downloader

module from the profile parser module. This means that
first we run the module and download enough profiles.
Then, we call the parser module. The reason behind
this is downloading profiles consumes large amounts of
Google and LinkedIn resources, which implies that our
connection can be switched off at any time by the remote
server. Therefore we do not want to perform parsing to-
gether with downloading, since we do not want to spend
extra effort in network problem handing. Another point
is that our final result will be in RDF format, hence if we
perform parsing together with downloading, extra stor-
age and data structuring is required to store the interme-
diate results.

Secondly, a simple database is required to keep track
of which url is downloaded, which profile is parsed and
had been converted into RDF format. Because we are
handling a very large amount of profiles, and the correct-
ness of the parser has to be adjusted during parsing, thus

10https://github.com/ljw7630/
MasterDissertationProject/raw/master/result/
archive.tar

it is unrealistic to assume that our program can parse and
convert all the data with one-click. For example, if an
unhandled exception occurred and stop the program, we
can start parsing from the remaining profiles if we have
a database that keeps track of the status.

Thirdly, just as the first reason we highlighted, the
parser module, data normalisation module and RDF con-
version module will form a pipeline. It means that the
output from the previous module will be fed as an input
to the next module. The reason is, we do not have to store
the intermediate results from the previous two modules.

4 IMPLEMENTATION

4.1 Programming Languages and Correspond-
ing Libraries

4.1.1 Python and Its Libraries

As discussed in the previous section, we used Python as
the main programming language. The following Python
libraries were used in our work:

• Beautiful Soup
A easy-to-use library for parsing HTML docu-
ments. It provides both flexibility and performance
for parsing HTML or XML files.

• RDFLib
RDFLib is a library that allows Python to manipu-
late RDF files. It has RDF parser, serializer and also
SPARQL 1.1 implementation. This library is all
we need for RDF format conversions. In addition,
we can also test our data with its built-in SPARQL
query API.

4.1.2 Java and Lucene Text Search Engine

For data normalisation, the final decision is to use
Lucene text search engine. According to [22], Lucene
is a simple and powerful API for full-text indexing
and searching. In our work, we took advantage of
its keyword search and fuzzy search (by using Edit
Distance[23]).

Another option is pylucene. It is the Python wrap-
per for Lucene text search engine. However, the project
seems to only working on some particular version of Java
Virtual Machine (JVM), which means that it is difficult
to migrate to arbitrary machine.

Therefore, we use Java to implement our data normal-
isation engine and use socket to communicate with our
Python modules. The process of the socket communica-
tion in shown in Figure 2.

7
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Figure 2: System Architecture

4.1.3 System Environment

The technologies and libraries that are used in our work
are all open source. In order to utilise the command line
and built-in tools, UNIX-like system is used in develop-
ment, however our code can run on Windows machine.
It requires Python2.7 and Java1.7.

The production environment is Amazon EC2 64 bit
Ubuntu12.04, Intel Xeon Central processing unit E5-
2650 2.00GHZ, 4G memory.

4.2 Crawling Strategy and Metadata Extrac-
tion Process

4.2.1 Crawling

In LinkedIn API documentation 11, there is no method
for one to download public profile without OAuth Au-
thentication. One point to note here is we will not
disclose LinkedIn users personal information and we
are downloading the public profiles. Therefore, we are
legally valid to perform this action. In addition, all the
extracted metadata is made anonymous such as we gave
randomly generated URIs for profiles and clear all per-
sonal information (e.g. names, websites, emails, etc.).
The extracted information is then used for analyzing job
statistics in Ireland.

Inspired by [24], we decide to combine google key-
word search and google site operator to get the profile
urls. The google query is constituted by two parts: the
keyword part and the query domain part. In order to re-
ceive more query results for the profile download mod-
ule, we decide to use common Irish names as keywords.
For the domain part, after carefully investigating same

11LinkedIn Developers’ Documentation: https://
developer.linkedin.com/apis

samples, we decide to use “http://ie.linkedin.com/pub/”
as the site operator. The url means: “public profile di-
rectory for LinkedIn Ireland”. Therefore, the final query
string is: ”Name site:http://ie.linkedin.com/pub/”.

In addition, every downloaded LinkedIn personal pub-
lic profile has a section called “Viewers of this profile
also viewed...”, in which LinkedIn will suggest around
six to eight similar users to the viewer. Therefore, one
downloaded profile can link to 6 to 8 profiles, which we
can perform this again and again. Even conflicts might
happen, ideally we can download most of the profiles in
LinkedIn Ireland.

4.2.2 Mashed up based City Information Ex-
traction

As we mentioned before, the extracted metadata is uti-
lized by a visualization UI. In particular, the UI uses city
information to create statistics and compare various job
title, skill, education trends across Ireland. Therefore,
we need city information for every profile, if possible.
Without the city information, our triplestore cannot re-
flect facts of interest. Although LinkedIn users can spec-
ify current city, our observations showed that some pro-
files do not have city information. Therefore, we come
out with a strategy to automatically infer this informa-
tion using a mash-up based approach. The strategy con-
stitutes of three cases as follows:

1. Case 1: If the person’s current living city is shown
on the profile, we use our HTML parser to obtain it.

2. Case 2: If the information is not in the profile, we
can sort the companies that this person had worked
in, in reverse chronological order. For each of the
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company, we query goldenpages.ie 12, which con-
tains information about most of the companies. We
obtain the first returned city as the person’s current
living city, and also set all return cities as the com-
pany’s located city. (As a large amount of compa-
nies have offices in different cities.)

3. Case 3: If the person has no work experience or
the company he worked in doesn’t register on gold-
enpages.ie, we get the city base on his education
experience, in reverse chronological order, again.

4.2.3 Metadata Extraction and Data Normali-
sation

As mention in Python and Its Libraries, we use Beauti-
fulSoup to extract metadata from raw HTML files. Fig-
ure 1 shows the fields of interests. Abstract Data Types
(ADTs) are created to store intermediate data. We need
to perform data normalisation on the metadata we ex-
tracted. Normalisation is vital in this work since UGC al-
ways contain noisy information (error or synonyms). For
example, one user might have a skill call ”JavaScript”,
another user might have ”JS” skill, we need to handle
these synonyms or typos.

We use Lucene search engine to handle this problem.
Basically, we are looking for ground truth from Web re-
sources. Then we compare our extracted metadata with
the ground truth strings to get the most likely string rep-
resentation of the metadata. For example, a user who has
education in “Trinity College Dublin, Ireland” will be
likely to classify to “Trinity College Dublin” as it is the
most similar string. To achieve this data normalisation,
first we require a publicly available dataset to reprsent
the ground truth. After investigating available resources,
we decided to use Research Gate Topics 13 as a ground
truth for skill set. In particular, Research Gate contains
diverse list of skill topics. Similarly, for degree normal-
isation, we used “British degree abbreviation” 14 from
Wikipedia to define shorthands for each degree we en-
counter. We use “Universities in Ireland” 15 to define
the university names, thus typos or name variances on
Irish university names can be handled by our Lucene en-
gine keyword search. Finally, we used“List of academic
disciplines” 16 from Wikipedia to define our subject hi-
erarchy. In particular, this hierarchy is converted to RDF
using SKOS as we explained in the previous section. Us-

12http://www.goldenpages.ie/
13http://www.researchgate.net/topics/A/ to http:

//www.researchgate.net/topics/Z/
14http://en.wikipedia.org/wiki/British_

degree_abbreviations
15http://www.4icu.org/ie/
16http://en.wikipedia.org/wiki/List_of_

academic_disciplines_and_sub-disciplines

ing the disciplines hierarchy, applications who use our
dataset can reason the relationships between subjects.

5 EVALUATIONS

It is very important to evaluate our work after the de-
velopment.In this section, we explain evaluations of our
system in detail. In particular, we perform 5 different
types of evaluations: Automated metadata quality anal-
ysis, metadata accuracy, user perceived metadata qual-
ity, metadata fitness analysis to a user interface and sys-
tem performance. All of these evaluations are impor-
tant since; without high quality data, our dataset cannot
be trusted by users; without high performance, our ap-
proach cannot be accepted by other developers and data
is not queryable a front-end UI.

5.1 Automatic Metadata Quality Analysis

[14] suggests a number of automatic quality metrics in
order to assess metadata. In large datasets like our case, it
is not feasible to assess metadata quality manually since
manual evaluation is labour intensive, time consuming
and does not scale. Such automatic analysis can provide
some feedback to assess metadata quality[16]. In our ap-
proach, we use data completeness and data linkage met-
rics. Data completeness is used to measure how com-
plete is the profiles given the ideal representation. It is
an important statistics we can obtain from LinkedIn.com
as people are always interested in how complete are the
profiles in general. It is also a hint for future research
since we can quickly identify sparse data fields and in-
tensive data fields.

5.1.1 Metadata Completeness

We present the completeness of profiles in
LinkedIn.com.

Definition: [14] defines data completeness as: A degree
of metadata contains all information required to have
ideal presentation. To obtain it we can simple count the
number of fields that contain the metadata and divided it
by the total number of instances:

C =

∑N
i=1 F (i)

N
(1)

In Equation 1, F(i) is 1 when the field has complete
metadata and 0 when the field is empty. N is the total
number of instances.

Table 1 shows the total number of personal profiles,
company profiles and total number of skills in all of the
profiles. These numbers are base numbers that will be
used to calculate the percentages in the following tables.
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Total number of public personal profiles 13014
Total number of company profiles 24778
Total number of skills 15917

Table 1: Total number of personal profiles, company
profiles and skills

Public personal profile completeness: Many people do
not fill their complete work experiences and education
backgrounds into LinkedIn. Therefore, in our 13014 ran-
domly downloaded and selected profiles, we can observe
an overview of the percentages of people that filled these
sections.

Number Percentage
(of personal
profiles)

Profiles that have
work experiences

11501 88.4%

Profiles that have ed-
ucation

9913 77%

Profiles that have
skills

10511 80%

Profiles that have city
information

10158 78%

Profiles that have
academic degree
information

5230 40.2%

Profiles that have col-
lege major informa-
tion

7825 60.1%

Table 2: Personal profile completeness

Number Percentage
(of company
profiles)

Company profiles
that have industry
type

11868 47.9%

Company profiles
that have organisa-
tion type

11351 45.8%

Company profiles
that have company
size info

11343 45.8%

Table 3: Company profile completeness

In Table 2, the N in Equation 1 is the total number
of public profiles, and F(i) is each field, i.e. work ex-
perience, education, skill, city, degree and major. It is

observed that the percentage of profiles that have degree
and major information are relatively low. It implies that
people usually skip filling in these information into their
profiles. The degree information is the lowest, that is be-
cause our Lucene text search engine does not accept any
string that cannot be classified, in this case the normal-
ized result is an empty string. Then our RDF converter
just skip this triple. In order to improve this, we need to
have more degree abbreviations and full names to cover
every possible degree in universities worldwide, which
can be a future work to investigate existing resources for
this purpose.

Company profile completeness Not every company
is registered in LinkedIn company pages in order to have
a company profile. If a company in a person’s work ex-
perience is registered in LinkedIn.com, there is a hyper-
link that links the company name to the complete com-
pany profile. If the company is not registered, there will
be not such hyperlink. So we can easily draw a conclu-
sion from Table 3, around 46% of companies in Ireland is
registered in LinkedIn.com. Please note that N in Equa-
tion 1 for Table 3 is the total number of companies in our
dataset. F(i) is each field, i.e. industry type, organisation
type and the size of the company.

5.1.2 Data Linkage

Another automatic quality assessment metric is data
linkage of a dataset [14]. The definition of RDF data
linkage is:

average linkage =
total number of links

total number of objects
.

It is a measurement of how “sparse” of the RDF data is.
Generally, high linkage means high correlation between
objects.

Total number of objects 160251
Total number of links 415916
Average linkage 2.595

Table 4: Data Linkage: Total and Ave rage

As we can see in Table 4, in average, every object has
2.5 number of links to other objects, which is reason-
able good since all metadata is obtained from manually
entered UGC.

5.2 Metadata Accuracy

One way to assess accuracy of metadata is to introduce
volunteers to manually extract the data out from the
HTML files so that we can compare the automatically
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extracted metadata with the manually provided metadata
[16]. By calculating prediction precisions, recalls, f-
measures, we can know how well our parser and our data
normalization is.

Evaluation setup We recruited 10 users, divided them
into 5 groups, so each group have 2 participants. Each
group of users will view the same 10 randomly selected
profiles. They were asked to manually extract city, work
experiences (including company names, job titles, job
start dates and job end dates) and education backgrounds
(including college names, majors, degrees, college start
dates, college end dates). To achieve this, we created an
online user interface. Figure 3 shows a screenshot of the
user interface that asking users to transfer data from a
LinkedIn profile to our evaluation system.

Results After the user evaluation, we take user input
as the ground truth. We use string matching to compare
the manually entered metadata with the automatically ex-
tracted metadata. If the string matching return false, we
manually examine the data and decide whether the ex-
tracted data is correct.

The metrics here we use are precision, recall and f-
measure.

precision =
correctly predicted

predicted
(2)

recall =
correctly predicted

total
(3)

f −measure =
2 ∗ precision ∗ recall
precision+ recall

(4)

The meanings of these metrics can be explained as
follows[25]: Precision, or confidence, measures how
good we are predicting; Recall, or sensitivity is a mea-
sure of the proportion we correctly predicted over the to-
tal dataset. F-measure, or F-score is designed to capture
both precision and recall. In order to obtain high F-score,
precision and recall must be high.

Table 5 shows that we can extract city information rea-
sonably well. Even some lazy volunteers did not fill in
city information, we still achieve an average of 0.85 F-
score. This particularly important, since city information
is vital for the user interface design and for user experi-
ence.

We receive very high score in company name field ac-
cording to Table 6. The reason for that is participants
normally copy and paste the company name to fill in our
survey forms and the exact matching is very high.

For the job title field in Table 7, the result is similar to
the company name field. Users normally copy and paste
the text without any term generalisation (e.g. change

User Precision Recall F-Measure
User 1 0.8889 0.8889 0.8889
User 2 0.7500 0.6667 0.7059
User 3 0.8571 0.6667 0.7500
User 4 0.8571 0.6667 0.7500
User 5 0.8889 0.8889 0.8889
User 6 0.8889 0.8889 0.8889
User 7 1 1 1
User 8 1 1 1
User 9 1 0.7778 0.8750

User 10 0.8750 0.7778 0.8235
Average 0.9006 0.8222 0.8571

Table 5: Precision, recall and f-measure scores for
city information

User Precision Recall F-Measure
User 1 0.8947 0.8947 0.8947
User 2 0.9737 0.9737 0.9737
User 3 0.9600 0.9600 0.9600
User 4 0.8400 0.8400 0.8400
User 5 1 1 1
User 6 0.9556 0.9556 0.9556
User 7 1 1 1
User 8 1 1 1
User 9 0.9333 0.9333 0.9333

User 10 0.9556 0.9556 0.9556
Average 0.9513 0.9513 0.9513

Table 6: Precision, recall and f-measure scores for
company information

User Precision Recall F-Measure
User 1 0.8947 0.8947 0.8947
User 2 0.9474 0.9474 0.9474
User 3 0.9600 0.9600 0.9600
User 4 0.9200 0.9200 0.9200
User 5 0.9333 0.9333 0.9333
User 6 0.8667 0.8667 0.8667
User 7 0.9545 0.9545 0.9545
User 8 1 1 1
User 9 0.8889 0.8889 0.8889

User 10 0.9556 0.9556 0.9556
Average 0.9321 0.9321 0.9321

Table 7: Precision, recall and f-measure scores for job
title information

product manager to manager as it is more general). This
is what our parser does as well. Thus the average score
is very high with 0.93.
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Figure 3: Online user evaluation website: Users manually extract metadata from the randomly selected and
anonymized LinkedIn profiles

Table 8 and Table 9 illustrate our prediction on start
date and end date. The precision is high since LinkedIn
always use same datetime pattern to represent the start
date and the end date. The recall is low is because some
profiles do not have the these fields.

The previous four tables (Table 6, Table 7, Table 8 and
Table 9) illustrate that our parsed results for work expe-
riences (company name, job title, job start date and job
end date) are reasonably well with the average F-score

greater than 0.9. We can summarise that the parser works
well for these fields. The reason for such high results in
both company name and job title is, we did not perform
data normalization in these two fields. Basically, vol-
unteers copy and paste these information to our survey
form, and this is what our parser does as well. Since
strings are fully matched, the scores are high.

We receive high score for college name
field(Table 10). The explanation for high score is
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User Precision Recall F-Measure
User 1 1 0.8684 0.9296
User 2 1 0.8947 0.9444
User 3 1 0.8400 0.9130
User 4 1 0.8400 0.9130
User 5 1 0.8889 0.9412
User 6 1 0.8889 0.9412
User 7 1 0.7727 0.8718
User 8 1 0.7727 0.8718
User 9 1 0.9556 0.9773

User 10 1 0.9556 0.9773
Average 1 0.8678 0.9281

Table 8: Precision, recall and f-measure scores for ex-
perience start date information

User Precision Recall F-Measure
User 1 1 0.8684 0.9296
User 2 1 0.8684 0.9296
User 3 1 0.8000 0.8889
User 4 1 0.8000 0.8889
User 5 1 0.9556 0.9773
User 6 1 0.9556 0.9773
User 7 1 0.8182 0.9000
User 8 1 0.7727 0.8718
User 9 1 0.9778 0.9888

User 10 1 0.9778 0.9888
Average 1 0.8794 0.9341

Table 9: Precision, recall and f-measure scores for ex-
perience end date information

User Precision Recall F-Measure
User 1 1 1 1
User 2 0.9286 0.9286 0.9286
User 3 1 1 1
User 4 1 1 1
User 5 0.7778 0.7778 0.7778
User 6 0.9444 0.9444 0.9444
User 7 0.8462 0.8462 0.8462
User 8 0.9231 0.9231 0.9231
User 9 0.6538 0.6538 0.6538

User 10 0.9231 0.9231 0.9231
Average 0.8997 0.8997 0.8997

Table 10: Precision, recall and f-measure scores for
college information

the same as company name field, users just copy and
paste the college name from the profile. However, one
difference is that we also use our data normalization
tool to classify college name to our ground truth college

name. Even with the data normalization, we receive high
metadata accuracy for the college name. This shows
that data normalization works reasonably well. Because
in our implementation of college name normalisation,
if we could not find any similar string, we create a new
entry in our search engine database and assume it is a
new college name.

User Precision Recall F-Measure
User 1 0.8571 0.8571 0.8571
User 2 0.8571 0.8571 0.8571
User 3 0.5714 0.5000 0.5333
User 4 0.4286 0.3750 0.4000
User 5 0.8571 0.6667 0.7500
User 6 0.8571 0.6667 0.7500
User 7 0.6667 0.6154 0.6400
User 8 0.7500 0.6923 0.7200
User 9 0.7083 0.6538 0.6800

User 10 0.4000 0.2308 0.2927
Average 0.6954 0.6115 0.6480

Table 11: Precision, recall and f-measure scores for
major information

According to Table 11, our metadata accuracy scores
for major field are lower that other fields. If we look at
the low scores and high scores carefully, we can see that
they come in pairs. This means that the user input data
is consistent, and in some groups of profiles, our data
normalization fail to normalise degree information cor-
rectly. The reason for this is people do some data clean-
ing in their minds thus the major information they fill in
is cleaned and well known. But our system did not per-
form any language processing, so the result of a simple
copy and paste approach is different from the result that
is generated by human mind.

User Precision Recall F-Measure
User 1 1 1 1
User 2 1 1 1
User 3 1 0.8750 0.9333
User 4 1 0.7500 0.8571
User 5 0.9444 0.9444 0.9444
User 6 1 0.8889 0.9412
User 7 0.9167 0.8462 0.8800
User 8 0.8333 0.7692 0.8000
User 9 1 0.8846 0.9388

User 10 1 0.9615 0.9804
Average 0.9694 0.8920 0.9275

Table 12: Precision, recall and f-measure scores for
degree information
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We obtain very high data accuracy for degree infor-
mation as shown in Table 12. This shows that we can
properly clean degree information and classify it reason-
ably well. This is because of the extensive degree in-
formation we use from DBpedia for data normalisation.
In particular, DBpedia provides rich data about degree
information, which proves to be working well.

User Precision Recall F-Measure
User 1 0 0 0
User 2 0 0 0
User 3 1 0.1250 0.2222
User 4 1 0.1250 0.2222
User 5 0 0 0
User 6 0 0 0
User 7 1 0.3077 0.4706
User 8 1 0.2308 0.3750
User 9 1 0.5000 0.6667

User 10 1 0.7308 0.8444
Average 0.6000 0.2019 0.2801

Table 13: Precision, recall and f-measure scores for
education start date information

User Precision Recall F-Measure
User 1 0 0 0
User 2 0 0 0
User 3 1 0.1250 0.2222
User 4 1 0.2500 0.4000
User 5 0 0 0
User 6 0 0 0
User 7 1 0.3077 0.4706
User 8 1 0.2308 0.3750
User 9 1 0.5000 0.6667

User 10 1 0.7308 0.8444
Average 0.6000 0.2144 0.2979

Table 14: Precision, recall and f-measure scores for
education end date information

The data accuracy scores for college start date (Ta-
ble 13) and college end date (Table 14) did not perform
well. This evaluation helps us discover a problem in
extracting these two fields. Since our system makes a
wrong assumption about the format of the start date and
end date(as ’yyyy-mm-dd’), we could not capture the
fact that the start date and end date format in education
background is ’yyyy’. This finding also prove that per-
forming user studies is very important in system evalua-
tion.

Discussion of Results In summary, Figure 4, summa-
rizes the overall average precision, recall and f-measure
for all fields. It can be seen that city, company names, job
titles, work experience start and end date, college names
and degree information have high average scores. In par-
ticular, results showed that our data normalization ap-
proach for degree and college information classification
works well with an average f-measure scores of 0.92 and
and 0.89 respectively. In addition, our mash-up based
city information extrcation strategy performs well with
an average f-measure score of 0.85. However, for ma-
jor, we received an average f-score slightly bigger than
0.6, which means we cannot reasonably classify the ma-
jor names. In the future, we will investigate to improve
this such as we might use natural language processing
and college subjects database to obtain better results. Fi-
nally, with the feedback, we need to fix the problem in
extracting college start date and college end date, which
involves updating the parser.

Figure 4: Summary: average precion, recall, f-
measure for all fields

5.3 User Perceived Metadata Quality

Apart from metadata accuracy, we also collect user per-
ceived metadata quality ratings for each field and users’
overall rating for each profile. To achieve this, we cre-
ated a user interface as shown in Figure 5. After, the
user manually enters metadata fields about a profile, then
we show the automatically extracted metadata along with
the manually entered metadata. Subsequently, we ask
users to rate the automatically extracted metadata quality
for each entry. Ratings are from 1 to 5, where score 5 is
the highest. To summarize, the idea of user generated rat-
ing is to measure the users’ opinions about the metadata
quality. Since sometimes users may not be happy with
the normalised and cleaned metadata. In our opinion,
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user generated ratings is complementing with the preci-
sion and recall metrics.

In the following text, we only show the average rating
for each field. From these ratings, we want to obtain
consistent results about how well is our parser and data
normalisation strategies.

Figure 6: User average rating for city

Figure 6 shows that city information extraction strat-
egy works reasonably well. However, in some cases,
users’ average ratings are lower. The reason for this is
our city extraction strategy is setting the first returned
city from all possible cities as the person’s current living
city. Sometimes profiles may contain very little informa-
tion for us to guess where the person is actually located.
Some users simply did not like our result when they see
“A person work for Tesco Ireland is now living in Limer-
ick” as they think there is too few information to predict
the correct city.

Figure 7: User average rating for company name

Figure 8: User average rating for job title

Figure 7 and Figure 8 presents user perceived meta-
data quality ratings for company name and job title,
which shows that we obtain consistent results with Ta-
ble 6 and Table 7. As we discussed earlier, a simple copy
and paste approach is accepted by our participants.

Figure 9: User average rating for experience start
date

For the start date ratings (Figure 9) and end date rat-
ings (Figure 10), we receive lower user satisfaction com-
paring to what we obtain at the previous section (Table 8
and Table 9). The reason for this is, some volunteers was
not happy that we convert the datetime format from ’MM
yyyy’ to ’yyyy-mm-01’. What we are doing here is we
assume all the start date and end date of a work experi-
ence is on the first day of the month. We explained the
reason to volunteers during the evaluation, as we need
this format to match the date literal definition in XML
Schema[26].
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Figure 5: Online user evaluation website: Asking users to compare the automatically extracted metadata
with the manually entered metadata
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Figure 10: User average rating for experience end
date

Figure 11: User average rating for college

Similar to Figure 7, our user perceived average meta-
data quality rating for college names (Figure 11) is
widely accepted. It is a success, even we use our
data normalisation module to classify college names.
The reason is when we encounter a new unknown col-
lege name, we add it to our Lucene text search engine
database instead of leaving the college name empty.

(Figure 12) shows user perceived metadata quality rat-
ings for the major field. It can be seen that quality rat-
ings varies for different users. In particular, every two
users were viewing the same 10 randomly selected pro-
files. User 5 and User 6 specifically rated lower than the
average since our parser did not perform well in those
10 profiles. Notice that the user ratings for major field
is actually higher than the scores we obtain in Table11.
This is may be because participants are happy to know
that our system is not that intelligent as human mind and

Figure 12: User average rating for major

Figure 13: User average rating for degree

Figure 14: User average rating for education start
date
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Figure 15: User average rating for education end date

Figure 16: Summary: average user ratings for all
fields

fail to clean the major field correctly. So participants rate
their satisfaction scores high.

We receive lower user ratings for the degree field (Fig-
ure 13) comparing to Table 12. This is because the data
completeness for degree field is low. For every profile
that has no degree field, we set the score to 3, which is
the average score by default.

As mentioned in the previous section, our parser failed
to capture the fact that education start date and education
end date is using ’yyyy’ pattern in representing the date-
time. Therefore, most of our volunteers just set the rating
to 0 since there was no available information (Figure 14
and Figure 15). This problem can be simply fixed by
changing the date format in parsing.

Discussion of Results In summary, Figure 16 shows
average user ratings for all fields. As we can be seen,
users are quite satisfied with our results in city, company
name, job title, work experience start date and end date.
In addition, users are reasonably satisfied with our re-
sult in major and degree fields, which can be further im-

proved in future. Finally, users are not satisfied with the
empty college start and end date, which can be fixed as
we mentioned above.

5.4 Metadata Fitness

Metadata fitness measures how well our knowledge
model and our dataset match the requirements of the up-
per layer user interface, which is a data visualisation in-
terface that uses the metadata extracted by our work. By
analysing how useful is the extracted metadata to support
real life user interfaces, we can assess metadata fitness.
Therefore, we collected feedbacks from the developer of
the Data Visualisation project.

First, we briefly explain the data visualisation project.
The project provides a search interface that accesses our
dataset using the online SPARQL endpoint. The in-
terface is designed to support three different scenarios
based on various user personas, such as government offi-
cers, human resources personnel and job seekers. In Fig-
ure 17 system architecture and metadata requirements
of the visualization interface is shown. In the following
text, we summarize each scenario as follows:

Scenario 1, Government
The first scenario is that the interface should re-
flect the needs of Government officers. A gov-
ernment officer might be interested to search about
employment statistics in a particular city or com-
pare job statistics of various cities according to job
title, industry type, academic degree or company
size. Thus, the user interface requires the following
metadata fields: City, industry type, academic de-
gree and company size. Figure 18 shows a screen
shot of the user interface that supports government
officers.

Scenario 2, Company’s human resource department
The user interface also supports daily activities of
HR. For example, searching for people in a certain
city with a particular skills set, work experience, de-
gree or expertise. The user interface requires the
following fields: City, degree, skill, work experi-
ence and start date.

Scenario 3, Job seekers and college students In this sce-
nario, we assume users use the interface to search
for jobs as well as learn about job trends in gen-
eral. The interface requires the following metadata
fields: City, degree, skill and position.

To satisfy the needs of the visualisation interface, we
extracted city information using a novel strategy. In ad-
dition, we extracted industry type, company size, degree
information, skills, work experience, start/end date and
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Figure 17: System architecture and metadata requirements of the data visualisation interface

Figure 18: Screen shot of the visualisation interface; comparing industry types, education background and
company sizes across cities
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position information from the profiles. However, during
the development and evaluation, we found some draw-
backs of the extracted metadata that makes querying and
development of the user interface difficult as we discuss
below:

1. We do not have semantic information to group sim-
ilar job titles together. This is important as we want
to return more correct results as well as keep the
query as simple as possible. For example, when
one queries “software engineer” similar terms such
as “application developer, Java software engineer”
should be returned since these job titles have no
significant difference between them if we want to
compare jobs in IT over another industry. Perform-
ing such classification is difficult as we discuss in
future work section in the next section.

2. Company names may have aliases. One example
is “Oracle” and “Oracle EMEA”. Since we cannot
find company names database as ground truth, our
system cannot handle this problem. This issue is
very similar to the previous job titles problem since
we need resources to accurately normalise data.

3. As SPARQL is very limit function in datetime ma-
nipulation, the start date and end date approach in
our model is not working really well. For exam-
ple, if one user is looking for “How many people
had been working in a company for more then 5
years?”. The query is very difficult to write so it
would be easier if our model have “year between”
field that address this requirement.

The details of possible solution of drawbacks will be
discussed in the future work section.

5.5 System Performance

In System Environment section, we list our software and
hardware details. Here we want to illustrate the perfor-
mance of some critical modules, to provide more com-
prehensive details of the system. One important point
to note is that the performance measurements do not in-
clude database accessing and file serialisation and other
miscellaneous, therefore, in the production environment,
the system performance could be worse.

5.5.1 Parsing performance

We run our parser 10 times, each time it parses 100 ran-
domly selected profiles. The average time spending on
parsing 100 profiles is: 18.27 seconds.

5.5.2 Normalising and converting performance

We run our RDF converter 10 times, each time in try
to normalise the data in 100 profiles and convert it into
RDF triples, the average time spending on this is: 345.53
seconds.

5.5.3 Query performance

We tried several queries with varying level of complexity
in order to assess query performance. Notice that the
complexity means the complexity of the query structure,
it does not mean the complexity of the SPARQL engine
in processing it.

A query that only returns subject, predicate and object:

select * where {?subject ?predicate ?
object. }

Query 1: A query that return all subjects, predicates
and objects

The time spend on this query is: 13.179s, and it re-
turned 819488 rows.

A query that searches subject, predicate and object
then summing up the subject:

select (count(?subject) as ?total)
where {

?subject ?predicate ?object.
}

Query 2: A query that return all subjects, predicates,
objects and count subjects

The time spend on this query is: 1.799s, and it returned
1 rows.

Notice that this query (Query 2) is 7 times faster that
the previous query (Query 1) even though the complexity
is higher. We do not know the implementation of 4store,
but one possible explaination is that the COUNT method
is optimised thus the program does not really need to
read all rows to receive the actually result.

A query that defines two relationships:

select * where {
?person a foaf:Person;
lk:skill ?skill.

}

Query 3: A query that defines two relationships

The time spend on this query is: 1.795s, and it re-
turned 196187 rows.

It is an interesting result because receiving graph pat-
terns (Query 3) is actually quicker than the first query,
which only ask for all triples. One possible answer is
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the 4store SPARQL engine has special optimisation on
graph matching.

A query that defines two relationships with group by
and count:

select ?city (count(?person) as ?
pCount) where {

?person a foaf:Person;
dbpedia-owl:city ?city .

} group by ?city

Query 4: A query that defines two relationships and
use group by and count

The time spend on this query is: 0.353s, and it returned
19 rows.

This time, data aggregation query (Query 4 is actu-
ally quicker than simple “print all” query (Query 1) and
query with simple graph matching (Query 3). This result
demonstrates 4store implementation of data aggregation
has very high performance.

A query that defines two relationships with group by,
and count and order by:

select ?skill (count(?skill) as ?
sCount) where{

?p a foaf:Person;
lk:skill ?skill.

} group by ?skill order by desc(?
sCount)

Query 5: A query that defines two relationships and
use group by, count and order by

The time spend on this query is: 2.204s, and it returned
16185 rows.

This query (Query 5) takes more than 2 seconds to
execute. This is because to generate the correct result,
the SPARQL engine has to split all the skill into groups,
sum them up and finally sort the results.

The performance seems to be reasonable if we are not
trying to receive all raw triples from the server. However,
the performance can be even better if we have a better
ware (our production environment is Amazon EC2 64
bit Ubuntu12.04, Intel Xeon Central processing unit E5-
2650 2.00GHZ, 4G memory). Currently, we do not have
enough budget to get a high performance CPU instance
on Amazon EC2. Figure 19 shows a comparison of query
performances between our production server and our de-
velopment server. The parameters of our development
machine are: MacBook Pro OSX 10.8 Mountain Lion,
Intel core i7 2.7GHz CPU, 8GB 1600MHz DDR3 mem-
ory.

Notice that if we run our query on our development
machine, the time spend on receiving all triples is around

Figure 19: Query performance of all 5 queries on de-
velopment machine and production machine

3 second, which is 4 times faster than our production
server.

Discussion of Results: We can see that for complex
group by, count and order by query, our production
server takes about 2 seconds to run. One important fac-
tor that result in slow queries is the system hardware.
Because we test the performance in production environ-
ment, the machine is an Amazon EC2 m1.medium in-
stance, which is relatively low comparing to current stan-
dard server. We also illustrate the performance issue can
be potentially alleviated by upgrading to a higher Cen-
tral processing unit (CPU). With these query times, our
server should be able to respond to public queries.

6 LESSONS LEARNED

Search Engine and People Networks for Crawling:
In the case when the content from a domain is not di-
rectly available, search engine queries can be used as a
seed for crawling. Our experiments showed that utiliz-
ing a search engine approach to start crawling and using
LinkedIn connected profiles to download more profiles
works really well, since it can exponentially scale. This
approach can be simply applied to information extrac-
tion approaches in other social networks such as Face-
book. One drawback is that dealing with remote network
requests take considerable time, since we process thou-
sands of profiles. In addition, there is a possibility that
the crawler program can be thought as a security treat
and it is necessary to place appropriate delays between
remote server requests.

Template-Based Information Extraction from Semi-
Structured Content: While working on LinkedIn, we no-
ticed that templates for public person profiles and com-
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pany profiles have a very structured layout and they
hardly change. Thus, writing template-based scripts for
information extraction was straight forward. It is fair
to say that in large semi-structured knowledge bases,
corporate sites or wikis that have very structured lay-
out, template-based information extraction can be easily
applied. A similar template-based information extrac-
tion and RDF conversion is applied to Wikipedia pages,
which resulted in DBpedia knowledge base [20].

Modular Design: One of the key design lessons that
we have learned is separating downloader, parser, data
normalisation and RDF conversion modules. This is es-
sential since in each stage several unexpected problems
may occur. Thus, by separating the modules, each prob-
lem can be handled and solved separately without affect-
ing the other modules. Modular design is useful for other
information extraction approaches since workflow of in-
formation can be more effectively controlled.

Keeping Status Track and Intermediate Results during
Parsing and Information Extraction: We realize that this
is a good engineering practice. Our experiences showed
that an unhandled exception may occur and stop the pars-
ing, which happened several times during the develop-
ment. In this case, if the status is not known and inter-
mediate results are not stored, and then we lose all the
extracted knowledge and require re-starting the whole
process again (which is not acceptable). This is partic-
ularly frustrating when dealing with thousands of pro-
files. However, when track record is kept and interme-
diate results are stored, we can simply re-start from the
remaining profiles. Therefore, in similar approaches, we
strongly suggest to design a data workflow and store the
status.

Data Cleansing and Normalisation. Our experiences
with working the visualisation project showed that data
cleansing/normalisation is very important for the usabil-
ity of the user interface. In particular, efficiency and use-
fulness of the extracted data decreases when it contains
duplicated instances and when the data is not normalised.
In future work, we plan to carry out more work in data
normalisation, thus the quality of the metadata can be
improved further.

Knowledge Modelling and Supporting the User In-
terface Requirements. During the development of the
knowledge model, we worked in cooperation with the
visualisation project to support the user interface design.
We learned that thinking in mind the end-users of the
data is very important, which affects the way the knowl-
edge is modelled. In addition, knowledge modelling is

an iterative process and involves several cycles and de-
sign, assessment and reflection.

7 CONCLUSIONS AND FUTURE WORK

Semantic Web is one of the best technologies that al-
low structured knowledge to be shared and processed au-
tomatically. In this work, we took LinkedIn.com pub-
lic profiles as a research subject and investigated the
possibility of converting semi-structure profiles into a
RDF knowledge graph using existing linked data vo-
cabularies. As a result, we created a knowledge graph
that can express the semantics behind the profiles and
the relationship between the nodes. Our work and the
upper layer user interface have proven that Semantic
Web technologies can be used to extract useful seman-
tics from LinkedIn.com. In addition, we published the
extracted knowledge through a public SPARQL end-
point ( http://128.199.243.88/test/) that allows everyone
to query job statistics in LinkedIn Ireland. Furthermore,
extensive evaluations showed that the extracted metadata
is high quality.

In future work, we will investigate how company
names and job titles can be classified. One possible solu-
tion is to re-use exiting ontologies or datasets as a ground
truth. Fortunately, ”European Skills/Competences, qual-
ifications and Occupations” (ESCO) taxonomy 17 was re-
cently released, which can be used to classify job titles
as well as skills. In particular, ESCO categorises skills,
competences, qualifications and occupations in a stan-
dard way. However, possible combinations of company
names are infinite, thus it can be very challenging to find
such a comprehensive dataset. Alternatively, we might
look for a machine learning approach; first we can ex-
tract large amounts of metadata from the profiles, then
create a game that ask volunteers to manually link the
data with the same meaning. Subsequently, with the
validated dataset, we can easily apply different machine
learning algorithms for classification. Furthermore, it
would be very interesting to work with LinkedIn data en-
gineering team and integrate our work to LinkedIn.com.
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