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ABSTRACT 
 

Multi-core clusters have emerged as an important contribution in computing technology for provisioning 

additional processing power in high performance computing and communications. Multi-core architectures are 

proposed for their capability to provide higher performance without increasing heat and power usage, which is 

the main concern in a single-core processor. This paper introduces analytical models of a new architecture for 
large-scale multi-core clusters to improve the communication performance within the interconnection network. 

The new architecture will be based on a multi - cluster architecture containing clusters of multi-core processors. 
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1 INTRODUCTION 
 

The emergence of High Performance Computing 

(HPC), which includes cloud computing and cluster 

computing, has improved the availability of powerful 

computers and high speed network technologies. It can 

be concluded that the main target of HPC is better 

performance in computing. HPC aims to leverage 

cluster computing to solve advanced computation 

problems. While cluster computing has been widely 

used for scientific tasks, cloud computing was 
originally intended to serve business applications. 

Dillon et al. [1] have pointed out that the current cloud 

is not geared for HPC for several reasons. Firstly, it has 

not yet matured enough for HPC; secondly, unlike 

cluster computing, cloud infrastructure only focuses on 

enhancing the system performance as a whole; thirdly, 

HPC aims to enhance the performance of a specific 

scientific application using resources across multiple 

organisations. The key difference from cloud 

computing is in elasticity: for cluster computing the 
capacity is often fixed, while running an HPC 

application can often require considerable human 

interaction,  e.g. tuning based on a particular cluster 

with a fixed number of homogenous computing  

nodes [2]. This is contrasted with the self-service 

nature of cloud computing, in which it is hard to know 

how many physical processors are needed.  In order to 

achieve higher availability and scalability of 

applications executed within cloud resources, it is 

important to supplement the capabilities of 

management services with high performance cluster 

computing to enable full control over communication 
resources. 

Cloud computing has changed the way both 

software and hardware are purchased and used. An 

increasing number of applications is becoming 

web-based since such applications are available from 

anywhere and from any device. These applications are 

using the infrastructures of large-scale data centres and 
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can be provisioned efficiently. Hardware, on the other 

side, representing basic computing resources, can also 

be delivered to match the specific demands without the 

user/consumer having to actually own them. As more 

organisations adopt clouds, the need of high 

availability platforms and infrastructures, the cluster, to 

facilitate and distribute the load across multiples 

processor is evolving [3] [4]. 
The Top 500 supercomputer list published in Jun 

2014 [5] showed that multi-core processors have been 

widely deployed in clusters of parallel computing, and 

more than 96% of the systems are using six or more 

core processors. Several performance models have 

been proposed in literature to improve the performance 

of multi-core clusters but few clearly distinguish the 

key issue of the communication performance of 

interconnection networks [6] [7] [8] [9] . Therefore, the 

existing models are unable to capture the potential 

communication performance of the interconnection 
networks within an implementation of a multi-core 

cluster architecture. The cluster interconnection 

network is critical for delivering efficiency and 

scalability of the applications, as it needs to handle the 

networking requirements of each processor core [10]. 

The novelty allows organizations to develop a cluster-

based private cloud to improve efficiency and reduce 

job submission failure [11]. 

Multi-core means to integrate two or more complete 

computational cores within a single chip [12]. The 

motivation of the development of multi-core processors 

is from the fact that scaling up processor speed results 
in a dramatic rise in power consumption and heat 

generation. In addition, it becomes so difficult to 

increase processor speed that even a little increase in 

performance will be costly [7]. Realizing this factor, 

computer engineers have designed multi-core 

processors that speed up application performance by 

dividing the workload among multiple processing cores 

instead of using one “super-fast” single processor. Due 

to its greater computing power and cost-to-performance 

effectiveness, the multi-core processor has been 

deployed in cluster computing [13]. 
Many studies [6] [7] [8] have been carried out to 

improve the performance of multi-core clusters but few 

clearly distinguish the key issue of the performance of 

interconnection networks. Although the cluster 

interconnection network is critical for delivering 

efficient performance, as it needs to handle the 

networking requirements of each processor core [14], 

existing models do not address the potential 

performance issues of the interconnection networks 

within multi-core clusters. 

Abdelgadir, Pathan and Ahmed [15] find that 
having a good network bandwidth and a faster network 

will produce a better performance in relation to the 

scalability of the clusters. The conventional approach 

to improving cluster throughput is to add more 

processors, but there is a limit to the scalability of this 

approach; the infrastructure cannot provide effective 

memory access to unlimited numbers of processors and 

the interconnection networks become saturated [16]. 

This work will expand the architecture to include a 

scalable approach by applying a multi-cluster 
architecture. This research is the first investigation into 

employing multi-core clusters within a multi-cluster 

architecture. 

The rest of the paper is organized as follows: 

Section 2 briefly introduces multi-core multi-cluster 

architecture, Section 3 presents the analytical model of 

the architecture, Section 4 presents the analytical 

implementation, Section 5 describes the results and 

findings and Section 6 summarizes and concludes the 

paper.  

 

2 MULTI-CORE MULTI-CLUSTER 

ARCHITECTURE (MCMCA) 
 

A multi-core cluster is a cluster, where all the nodes in 

the cluster have multi-core processors. In addition, 

each node may have multiple processors (each of 

which contains multiple cores). With such cluster 
nodes, the processors in a node share both memory and 

their connections to the outside.  
A new architecture known as the Multi-Core 

Multi-Cluster Architecture (MCMCA) is introduced in 

Figure 1. The structure of MCMCA is derived from a 

Multi-Stage Clustering System (MSCS) [16], which is 

based on a basic cluster using single-core nodes. The 

MCMCA is built up of a number of clusters, where 

each cluster is composed of a number of nodes. Each 

node of a cluster has a number of processors, each with 

two or more cores. Cores on the same chip share the 
local memory and the cluster nodes are connected 

through the interconnection network. 

 

2.1 Queuing Network Model 
 

Message passing in Multi-Core Multi-Cluster 

Architecture (MCMCA) is embedded with the queuing 

network model approach as shown in Figure 2. 

Approximations of packet latency are based on queuing 
model to predict the average amount of time that a 

packet spends waiting in each queue in the architecture. 

A queuing network consists of service centers (i.e., 

processor cores) and customers (i.e., packets). A 

service center has one or more queues to hold jobs 

waiting for service. After being serviced, a job either 

moves to another service center or exits the network. 
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Figure 1. Overview of the proposed Multi-Core Multi-Cluster Architecture (MCMCA) 

 
 

 
 

Figure 2. MCMCA's Queuing Model 
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In MCMCA interconnection networks, packets 

spend a lot of time waiting in queues before they are 

allowed to travel to their destination. A source will 

generate packets with a rate of  
1

𝜆
 packets per second. 

The packets will stay in a queue while waiting to be 

transmitted by a processor core. A processor core then 

removes the packets from the queue on a 

first-in-first-out (FIFO) basis and processes them with 

an average transmission time.  
This paper will consider the distribution of the 

transmission time upon reaching a high traffic due to a 

packet’s arrival in an M/G/1 queuing network. M/G/1 

queuing networks are used to analyze systems with 

Poisson arrival and exponentially distributed 

transmission time [17].  

 

2.2  Routing Algorithm and Switching Method 

 
The routing algorithm and switching method are 

important components of an interconnection network. 

The routing algorithm establishes the path between the 

source and the destination of a message. The proposed 

model will adopt a deterministic routing algorithm 

applied by Bahman’s model based on the well-known 

Up*/Down* routing [18], where a message traveling 

from the source node to the destination node will go up 

through internal switches of the tree until it finds the 

Nearest Common Ancestor (NCA) and then is 

transmitted down to the destination node. In this 

algorithm, each message experiences two phases, an 
ascending phase to get a nearest common ancestor 

(NCA), followed by a descending phase. The 

deterministic routing algorithm balances the traffic 

distribution and will extinguish the switch contention 

problem [19]. In the deterministic routing, a message 

traverses a fixed path between the source and the 

destination, which simplifies the implementation, 

avoids message deadlock and guarantees in-order 

delivery [20].  

 The switching method determines the way that 

packets travel from switch to switch in other paths or 
levels. The store-and-forward switching has risen in 

popularity in cluster systems due to its ability to 

achieve optimal performance in terms of the 

throughput [21]. In the store-and-forward switching, a 

message is divided into a sequence of packets and each 

packet is sent along a path such that the entire message 

is received by each switch on the path (store) before it 

is sent to the next switch on the path (forward). The 

store-and-forward switching allows the utilisation of 

the full bandwidth for every connection and can 

quickly release connections as soon as messages have 

passed the connection, and this reduces the risk of 

deadlocks [22]. 

 
2.3  Interconnection Networks 
 
An interconnection network is a connection between 

two or more computer networks via network devices 

such as routers and switches, to exchange traffic back 

and forth and guide traffic across the complete network 

to their destination [23]. Routers will determine the 

route for a packet based on a routing algorithm and 

transmit it from the source to its destination of a node 

on another network. When a packet has to travel from 

one interconnection network to another to get to its 

destination, many problems can arise. The method each 

interconnection network uses to cross the network may 

be different from one to another,  and this may 
contribute to communication latency of interconnection 

network. 

The performance of the architecture depends on the 

communication latency of its interconnection networks. 

The research conjecture is that a low communication 

latency is essential to achieving a faster network and 

increasing the efficiency of a cluster. There are five 

communication networks in Multi-Core Multi-Cluster 

Architecture (MCMCA) [24] [25]. Three of them are 

commonly found in any multi-core cluster architecture,  

and these are: the intra-chip communication network 
(AC); the inter-chip communication network (EC) and 

the intra-cluster network (ACN). The new 

communication networks introduced in this paper are 

the inter-cluster network (ECN) and the multi-cluster 

network (MCN). 

2.3.1 IntrA-Chip network (AC) 
 

The communication between two processor cores on 

the same chip is the intra-chip network (AC), as shown 

in Figure 3. Messages will be divided into numbers of 

cores by the AC network, which acts as a connector 

between two or more processor cores on the same chip. 

Dividing the messages into a number of cores, in 

theory, result in more than twice the performance with 

lower communication delay [26]. 

2.3.2 IntEr-Chip network (EC) 
 

Figure 4 shows an inter-chip network (EC) for 

communicating across processors in different chips but 

still within the same node. Messages travelling to 

different chips in the same node will communicate via 

the intra-chip (AC) and inter-chip (EC) to reach their 
destination.  
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Figure 3. Communication for message passing between two processor cores on the same chip 
 

 

 

Figure 4. Message passing across processors in different chips, but within a node 
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Figure 5. Communication for message passing between processors on different nodes,  

but within the same cluster 

 
 
 
 
 

 
 

 Figure 6. Communication for transmitting messages between clusters 
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2.3.3 IntrA-Cluster Network (ACN) 

 
Intra-cluster network (ACN) is an interconnection 

network to connect nodes within a cluster. Messages 

that cross the nodes to other nodes in the same cluster 

will be connected by ACN via intra-chip (AC) and the 
inter-chip (EC) to complete its journey, as shown in 

Figure 5. 

2.3.4 IntEr-Cluster Network (ECN) and 

Multi-Cluster Network (MCN) 

 
The longest route for messages to travel will involve 

ECN and MCN. Messages travelling from their source 

to their destination between clusters communicate via 

two interconnection networks to reach other clusters, as 

shown in Figure 6. An inter-cluster network (ECN) is 

used to transmit messages between clusters. The 

clusters are connected to each other via the 

multi-cluster network (MCN). When the messages 

reach the other cluster, it will be connected by the ECN 
of the target cluster before arriving at its destination. 

The same process will continue to the other clusters 

until all the packets exit the network. 

 
3 THE ANALYTICAL MODEL 
 

The analytical model is a set of equations describing 

the performance of a computer system. Analytical 

models are constructs used to gain an understanding of 

the current activity on the system, to measure 
performance and analyse the behaviour of the 

workloads and hardware within it [27]. 

Communication networks in MCMCA are divided 

into internal-cluster and external-cluster, and 

communication networks latency in the architecture 

will be determined by four factors: 

1. Average waiting time at the source node 

2. Average transmission delay for a message to cross 

the networks 

3. Average time for the last packet of the message to 

reach its destination 

4. Average waiting time at transfer switch 

(external-cluster only) 

 

3.1  Assumptions 
 

The model is built on the basis of the following 

assumptions, which have been used in similar  

studies [20, 28]: 

 

1. Each processor generates packets independently, 

following a Poisson distribution with a mean rate 

of lambda (λ) and inter-arrival times are 

exponentially distributed. 

2. The destination of each message is any node in the 

system with uniform distribution. 

3. The number of processors and cores in all clusters 

are the same and the cluster nodes are 
homogeneous. 

4. The communication switches are input-buffered 

and each channel is associated with a single packet 

buffer. 

5. Message length is fixed. 

 

3.2  Average Waiting Time at the Source Node 

(𝑾𝑻) 
 

Messages injected from a source node enter an 

internal-cluster network with the probability (1 − 𝑃). 
Thus, the traffic arriving at a source node channel is 

modelled as an M/G/1 queueing model. The waiting 

time of a message (𝑊𝑇𝑖𝑛𝑡) before entering the network 

with 𝜆𝑖𝑛𝑡 message arrival rate can be calculated as: 

 

𝑊𝑇𝑖𝑛𝑡 =
𝜆𝐼 (𝑡𝑠𝐼)2

2(1 − 𝜆𝐼. 𝑡𝑠𝐼)
                                  (1) 

𝜆𝑖𝑛𝑡 = (
1

𝜆
) (1 − 𝑃)                                            (2) 

 

Messages generated by the source nodes are sent to 

the external-cluster with the probability of outgoing 

request, 𝑃 with 𝜆𝑒𝑥𝑡 message arrival rate. The waiting 

time in the external-cluster network (𝑊𝑇𝑒𝑥𝑡) can be 

computed by: 

 

𝑊𝑇𝑒𝑥𝑡 =
𝜆𝐸 (𝑡𝑠𝐸)2

2(1 − 𝜆𝐼. 𝑡𝑠𝐸)
                                     (3) 

 

𝜆𝑒𝑥𝑡 =  2 (
1

𝜆
)𝑃                                         (4) 

 

𝑃 =
𝑁 − 𝑁𝑃

𝑁 − 1
                                               (5) 

 

𝑁𝑃 is the number of processors in each cluster, 𝑛𝑐 is 
the number of cores in the processors, C is the number 

of clusters and m is the number of ports.  

 

𝑁𝑃 = 2𝑛𝑐 (
𝑚

2
)
2

                                 (6) 
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3.3  Average Transmission Time for a Message 

to Cross the Networks (𝑻𝑻) 
 
Each message may use a different number of channel 

links to reach its destination. Therefore, the 

transmission time in internal-clusters can be considered 

as a 2j-channel with j-channel in the source cluster and 

j-channel in the destination cluster through ACN. 

Similar to internal-clusters, each external message 

needs to traverse a 2j-channel in ECN and a 2h-channel 

in MCN to reach its destination. The probability of a 

message trip to reach its destination, 𝑃(𝑗, 𝑛) can be 

computed by: 

 

𝑃(𝑗, 𝑛) =

{
 
 
 

 
 
 (
𝑚
2 − 1

)(
𝑚
2
)
𝑗−1

2 (
𝑚
2
)
𝑛

− 1
,   1 ≤ 𝑗 < 𝑛

(𝑚 − 1) (
𝑚
2
)
𝑗−1

2 (
𝑚
2
)
𝑛

− 1
,   𝑗 = 𝑛

              (7) 

 

The number of stages in internal-clusters and 

external-clusters are determined by 𝑆𝑆𝐼 = 2𝑗 − 1 and 

𝑆𝑆𝐸 = 2(𝑗 + ℎ) − 1. Since this architecture applies 

store-and-forward flow control, blocking does not 

happen. Thus, the average transmission time is  
𝑇𝑇 = 𝑡𝑛. 
 
3.4  Average Time for the Last Packet of the 

Message to Reach its Destination ( 𝑹𝑻) 

 
The equation to calculate the average time for the last 

packet to reach its destination in the cluster, 𝑅𝑇, is as 

follows: 
 

𝑅𝑇𝑖𝑛𝑡
=
∑

𝑛𝑐

𝑓=1

∑[𝑃𝑓, 𝑛𝑐 
𝑃𝑗, 𝑛 

( ∑ 𝑡𝑠𝐼 + 𝑡𝑛𝐼

𝑆𝑆𝐼−1

𝑠=1

)]

𝑛

𝑗=1

         (8) 

where, 

𝑃(𝑓, 𝑛𝑐) =

{
 
 
 

 
 
 (
𝑚
2 − 1

)(
𝑚
2
)
𝑓−1

2 (
𝑚
2
)
𝑛𝑐

− 1
,   1 ≤ 𝑓 < 𝑛𝑐

(𝑚 − 1) (
𝑚
2
)
𝑓−1

2 (
𝑚
2
)
𝑛𝑐

− 1
,   𝑓 = 𝑛𝑐

            (9) 

 

𝑅𝑇𝑒𝑥𝑡
=
∑

𝑛

𝑗=1

∑[𝑃𝑗, 𝑛 
𝑃ℎ, 𝑛𝑡

( ∑ 𝑡𝑠𝐸 + 𝑡𝑛𝐸

𝑆𝑆𝐸−1

𝑠=1

)]

𝑛𝑡

ℎ=1

    (10) 

 

where, 
 

𝑃(𝑗, 𝑛) = 𝑃(ℎ, 𝑛𝑡)                                          (11) 
 

𝑡𝑛 =  1/2𝛼𝑛𝑒𝑡 +𝑀𝛽𝑛𝑒𝑡 is the time for a packet 

of messages to transmit from a node to a switch or vice 

versa connection while 𝑡𝑠 =  𝛼𝑠𝑤 +𝑀𝛽𝑛𝑒𝑡 is the time 

for a packet of the message to transmit on a switch to 

switch connection. 𝑀 is the message length, 𝛼𝑛𝑒𝑡 and 

𝛼𝑠𝑤 are the network and switch latency, while 𝛽𝑛𝑒𝑡 is 
the transmission time of one byte and should be 

calculated as the inverse of the bandwidth. 𝑛𝑡 is the 

number of trees in the MCN. 

 

𝑛𝑡 =  [
(𝑙𝑜𝑔2 𝐶) − 1

(𝑙𝑜𝑔2𝑚) − 1
]                                         (12) 

 

 

3.5  Average Waiting Time at Transfer 

Switches (𝑾𝑻𝒔𝒘) 
 

External-cluster messages need to cross transfer 

switches during their journeys traversing the network. 

The transfer switches act as simple buffers to combine 

traffic from one cluster to other clusters. The waiting 

time at these buffers, 𝑊𝑇𝑠𝑤 with 𝜆𝑠𝑤 message arrival 

rate, can be computed as:  

 

𝑊𝑇𝑠𝑤 =
𝜆𝑠𝑤 (𝑡𝑠𝐸)2

2(1 − 𝜆𝑠𝑤. 𝑡𝑠𝐸)
                                 (13) 

𝜆𝑠𝑤 = 𝑁𝑃(
1

𝜆
)𝑃                                                    (14) 

Therefore, the equations for message latency in the 

internal-cluster and external-cluster communication 

networks can be expressed as: 

𝐿𝑖𝑛𝑡 =  𝑊𝑇𝑖𝑛𝑡 + 𝑇𝑇𝑖𝑛𝑡 + 𝑅𝑇𝑖𝑛𝑡                            (15)   𝐿𝑒𝑥𝑡 =  𝑊𝑇𝑒𝑥𝑡 + 𝑇𝑇𝑒𝑥𝑡 + 𝑅𝑇𝑒𝑥𝑡 + 2𝑊𝑇𝑠𝑤                                                                            (7)   

𝐿𝑒𝑥𝑡 =  𝑊𝑇𝑒𝑥𝑡 + 𝑇𝑇𝑒𝑥𝑡 + 𝑅𝑇𝑒𝑥𝑡 + 2𝑊𝑇𝑠𝑤      (16)  
 

From equations (15) and (16), the average message 

latency of communication networks in the multi-core 

multi-cluster architecture can be obtained by the sum of 

the message latency in internal-cluster and 

external-cluster as follows: 

𝑇𝐿 =  𝐿𝑖𝑛𝑡 (1 − 𝑃) +  𝐿𝑒𝑥𝑡 (𝑃)                  (17) 
 

4 IMPLEMENTATION OF THE ANALYTICAL 

MODEL 

 
Algorithm 1 presents the implementation of the 

analytical model to compute the communication 

latency of interconnection networks in MCMCA. 
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5 RESULTS AND FINDINGS 

 
Analysis has been done with three different numbers of 

cores in a processor. Figure 7 depicts the analytical 

results when the number of cores equals to 1, 2 and 4. 

The analysis is investigated using the interconnection 

network parameter as in Table 1. 

Table 1: Interconnection Network Parameter [29]  

Parameter 
Intra-cluster 

(ACN) 

Inter-cluster 

(ECN) 

Network Latency 0.01s 0.02s 

Switch Latency 0.01s 0.01s 

Network 

Bandwidth 
1000b/s 500b/s 

 
The throughput of the network tends to increase as 

the number of cores is increased. The probability of 

packet transmits in internal-cluster increased 51%-76% 

with 2 and 4 cores in each processor compared to 

single-core processor. This demonstrates that more 

packets can be transmitted at the same traffic rate, 

which will save the waiting queue. 

 

 
Figure 7. MCMCA for 8-cluster with M=32 with 

number of cores = 1, 2 and 4 

 

An early stage of simulation experiments under 
various configurations and design parameters has been 

completed. The performance evaluation focused on 

communication latency in the MCMCA architecture. 

As a preliminary study, the communication network 

performance and experiment are based on a multi-core 

multi-cluster architecture where the number of cores is 

equal to 1. A simulation model has been developed to 

Algorithm 1 : Process flow in calculating the communication latency  

of interconnection networks in MCMCA 

Input Parameter: Number of clusters (C), parameter of m-port n-tree, message length (M), number of cores (nc), 

number of nodes (N) and lambda (
𝟏

𝝀
) 

1. Calculate 𝑃 , 𝑁𝑃 and 𝑛𝑡 using (5), (6) and (12) 

2. Calculate 𝜆𝑖𝑛𝑡, 𝜆𝑒𝑥𝑡 and 𝜆𝑠𝑤 using (2), (4) and (14) 

3. Calculate 𝑃(𝑗, 𝑛) and 𝑃(𝑓, 𝑛𝑐) using (7) and (9) 

4. Calculate 𝑡𝑛 =  1/2𝛼𝑛𝑒𝑡 + 𝑀𝛽𝑛𝑒𝑡 and 𝑡𝑠 =  𝛼𝑠𝑤 +𝑀𝛽𝑛𝑒𝑡 for the internal and external cluster 

5. 

Calculate average latency in internal-cluster: 

a. Calculate 𝑊𝑇𝑖𝑛𝑡, the waiting times at the source node based on (1) 

b. Calculate 𝑅𝑇𝑖𝑛𝑡, the time for the last packet of the message reach its destination using (8) 

6. 

Calculate average latency in external-cluster: 

a. Calculate 𝑊𝑇𝑒𝑥𝑡, the waiting times at the source node based on (3) 

b. Calculate 𝑅𝑇𝑒𝑥𝑡 using (10) 

c. Calculate 𝑊𝑇𝑠𝑤, the waiting time at the transfer switch using (13) 

7. Calculate the message latency in internal-cluster and external-cluster using (15) and (16) 

8. Calculate 𝑇𝐿, the average message latency of interconnection networks in MCMCA using (17) 
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measure the performance of the MCMCA architecture. 

The evaluation was then compared to the published 

model presented by Javadi, Akbari, & Abawajy [29] 

with the given configuration and parameters to match 

the work in their papers. 

Figure 8 and Figure 9 shows the simulation results 

of the new architecture for two different sizes of the 

cluster, 32-cluster with messages length (M) = 32 and 
8-cluster with message length (M) = 64 using the same 

given configuration in Table 1, and the same instances 

as a Bahman’s model in Table 2. As the traffic 

increases, the increased contention causes the latency 

to increase as messages must wait for the buffers and 

channels, but at a low traffic the latency approaches 

zero-load latency. The zero-load latency assumption is 

that a packet has never contended for network 

resources with other packets. It gives a lower bound on 

the average latency of a packet through the network. 

These figures reveal that the latency results obtained 
from the MCMCA, where the number of cores was 

equal to 1, closely matched those obtained from 

Bahman’s model. 
 

Table 2 : Model cases [29] 

C, m, n Message Length (M) Flit length (F) 

32, 8, 2 32 flits 256 bytes 

32, 8, 2 32 flits 512 bytes 

8, 8, 2 64 flits 256 bytes 

8, 8, 2 64 flits 512 bytes 

 

 

Figure 8. MCMCA for 32-cluster system with M=32 

with number of cores = 1 

 

 
 

Figure 9. MCMCA for 8-cluster system with M=64 

with number of cores = 1 

  

 

6 SUMMARY AND CONCLUSIONS 
 

This paper has presented an analytical model for 
measuring the performance of interconnection 

networks in Multi-Core Multi-Cluster Architecture 

(MCMCA). The analytical model experiments have 

been conducted with different numbers of cores and 

baseline results have been produced. The analytical 

results have shown that the performance of the 

interconnection network can optimize as the number of 

cores increase. The results also demonstrated that the 

architecture can achieve lower communication latency 

of the interconnection networks at the same traffic rate. 

The comparison between the analytical results and 
those produced from the simulation experiments has 

shown that the derived analytical model possesses a 

good basis in predicting the communication delay of 

interconnection network performance of the Multi-

Core Multi-Cluster Architecture (MCMCA), which 

supports the infrastructure as a service for 

organizations adopting cloud and cluster computing. 
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