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ABSTRACT 
 

Hadoop is an open source framework for processing large amounts of data in distributed computing 

environment. It plays an important role in processing and analyzing the Big Data. This framework is used for 

storing data on large clusters of commodity hardware. Data input and output to and from Hadoop is an 

indispensable action for any data processing job. At present, many tools have been evolved for importing and 

exporting Data in Hadoop. In this article, some commonly used tools for importing and exporting data have 

been emphasized. Moreover, a state-of-the-art comparative study among the various tools has been made. With 

this study, it has been decided that where to use one tool over the other with emphasis on the data transfer to and 

from Hadoop system. This article also discusses about how Hadoop handles backup and disaster recovery along 

with some open research questions in terms of Big Data transfer when dealing with cloud-based services. 
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1 INTRODUCTION 
 

Big Data is an extremely large dataset consisting of 

variety of data including text, images, multi-media and 

logs. The volume and velocity of such data is so huge 

that the traditional data processing applications are 

incapable to store and process. Data storage and 

analysis are two main aspects that Big Data is mostly 

associated with [31]. Nowadays, most organization’s 

crucial data are stored in relational databases. A large 

amount of data is being stored into various types of file 

systems for better manipulation, especially for 

analyzing and reporting. Data are extracted, filtered 

and loaded into some sort of data warehousing tools 

and then data mining techniques are applied to retrieve 

the useful information. However, unless these file 

systems are distributed in nature the challenges remain 

as they are in terms of storage and computation.  

Usually, data in general file systems and relational 

databases are stored into single hard disk. Such types of 

storage system fail when data grows in volume and 

velocity. These systems should be able to compute and 

analyze huge amount of data in parallel. Using single 

processor, it is difficult for doing this or it takes longer 

than days unless the storage and processing capacities 

are increased by many factors. Now, the real problem 
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is in analyzing and extracting useful information from 

variety of voluminous data. Instead of increasing 

storage and processing capacities in general data 

processing systems, a distributed technology has been 

emerged. This technology is known as Hadoop [10], a 

distributed storage and processing of very large amount 

of datasets across clusters of commodity hardware. 

Considering the storage and processing power of 

Hadoop, many organizations have started data 

migration from traditional data storage systems into 

Hadoop Distributed File Systems (HDFS).  

In real world, data is being generated from various 

sources such as web server, social media applications, 

and sensor devices. These sources generate several 

petabytes of data in a small fraction of time. Processing 

and analyzing such data is not possible for general 

processing systems. Rather, Hadoop commands have 

been used to move data into HDFS for processing and 

analyzing by MapReduce paradigm [27] [35]. 

Moreover, some commonly used tools are used to 

move data into HDFS. Though, we can write 

MapReduce programs for moving data. However, 

writing MapReduce programs need considerable 

amount of time, efforts and many other factors, such as 

no data loss or corruption should take place and no 

duplicity should occur. Instead of writing MapReduce 

programs manually, we can use existing tools to load 

data into HDFS. As these tools save time and effort by 

focusing only on the data manipulation and analyzing 

instead of developing tools by writing complex 

programs. 

The size of the Big Data always ranges from 

terabytes to exabytes exceeding the capacity of general 

processing systems. In view of this, Big Data suffers 

mainly from three types of challenges – processing, 

storage, and data transfer [38]. Processing a huge 

amount of data needs parallel processing systems and 

complex analytical algorithms. Hadoop already has its 

own and overcomes storage as well as processing 

challenges with the help of HDFS and MapReduce 

components. Hadoop can store terabytes/petabytes of 

data with very low storage cost per byte and process 

large amount of data using parallel computation. 

MapReduce can process data in the stored data-block 

itself reducing the time in transmitting data for 

processing. However, the actual problem occurs during 

transferring Big Data into the cloud [23]. Since volume 

is the primary aspect of Big Data which concerns the 

size of the dataset. The larger the dataset size is, the 

longer will take to extract, transfer and load data into 

analyzing tools.  

Additionally, Hadoop ecosystems require new 

technologies and architectures to be deployed with 

latest hardware configuration [23]. Such type of 

configuration is cost effective except for large 

organizations. Hence, most of the users go for cloud-

based services such as Cloudera, Hortonworks, 

Amazon Web Service, and Google Cloud Platform etc. 

Data transfer is a critical task when dealing with cloud-

based services. It entirely depends on the network 

latency, file size and transport mechanisms. However, 

there are dynamic benefits of cloud-based services. 

Such that, cloud-based service provides improved 

efficiency, matured technologies, fast and reliable 

backup services, suitable for handling large files, and 

provides emergency recovery options [40]. In this 

article at the outset, concentration has been given how 

each tool performs data imports and then we leave 

problem of data transfers as open research question. 

Another common challenge is backup and disaster 

recovery. In case of Hadoop, this is critical aspect as it 

deals with very large amount of data [32]. For any 

organization, the data is integral part of the business, 

however, very less researchers concern about backup 

and recovery. Data must be protected against any sort 

of disastrous situation. Due to the exponential data 

growth in organizations, the issue of backup and 

recovery is becoming challenging. There is constant 

growth of the data, 20-30% annually, which is affecting 

the manual backup and recovery processes. This is not 

only because of volume; velocity and variety are also 

playing their role in bringing complexities in the data. 

Thus, Big Data needs dynamic backup and recovery 

solutions. Such that, the storage system should be 

scalable and centralized (cloud-based) and multi-

purpose based solution [41]. Farther, the recovery 

process must be smooth so that organizations can 

continue their activities without affecting ongoing 

tasks. 

In this article, first we discuss the various 

components of Hadoop and then go into how these 

components assist in backup and recovery processes. 

We then discuss various tools for importing/exporting 

data in Hadoop environment along with their 

characteristics such as the nature of data and goal of 

data transformation. Side-by-side comparisons and 

recommendations are shown to guide the user for 

taking the decision where to use one tool over the other 

for importing data into HDFS.  

The rest of this article is structured as follows. It 

begins with motivation of our study in section 2. In 

Section 3 an elaboration of Hadoop architecture and its 

application domain is presented. Further, Section 4 

presents the backup & disaster recovery mechanism in 

Hadoop, section 5 deals with the taxonomy of data 

transformation; in Section 6 we discuss different tools, 

characteristics and their use cases. Section 7 presents 

the discussion and finally, Section 8 concludes the 

article. 
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2 MOTIVATION 
 

Relational Database Management System (RDBMS) 

mainly helps in improving productivity applications 

[24]. Because of its ability to handle complex queries it 

remains the primary storage system for many 

organizations. However, for analyzing purposes, many 

times the database management system fails due to 

high input and heterogeneous nature of data. Hence, it 

becomes need of smart applications whose processing 

architecture is distributed in nature. Heterogeneous 

nature of data is found mainly in log data generated by 

frequently used social media and web applications. 

Different kinds of log data exist that serve the basis for 

extracting useful information [30] and interesting 

patterns [25] using mining approaches. Again, the rate 

of log generation has been increasing rapidly, because 

of which general mining applications fail to manage 

such log data.  

As we can see, with increase in technologies and 

electronic devices the Internet users are growing 

constantly. Internet users all over the world do lot of 

searching, browsing, sharing and posting several kind 

of data from one end to another. With growing number 

of Internet users the rate of data transfer has also been 

increased rapidly. As data grows, there comes affect in 

performance, data management and analyzing. The 

more data becomes voluminous; the data management 

becomes fairly difficult. It implies that without using 

distributed applications such type of data remains out 

of care. Therefore, Hadoop is the best way for handling 

voluminous data. However, to achieve the outcome 

using Hadoop, first of all, data needs to be migrated 

into HDFS. For this, we need to explore how the data 

migration job is executed and what different tools are 

exists for doing this. These tools have been highlighted 

in the following sections. 

 

3 HADOOP ARCHITECTURE AND ITS 

APPLICATION DOMAINS 
 

Hadoop is an open-source software package which 

supports distributed processing of large datasets on 

clusters of machine. It consists of mainly two core 

components: HDFS and MapReduce. HDFS is the 

storage component, whereas MapReduce is a 

distributed data processing framework, the 

computational component of Hadoop. Both HDFS and 

MapReduce are master-slave architecture consisting of 

master and slave node having different roles. HDFS 

master node is called the Name-Node responsible for 

managing names and data blocks. Data blocks are 

present in the Data-Nodes, the slave component of 

HDFS. Data-Nodes are distributed across each 

machine, responsible for actual data storage. 

MapReduce master node is called the Job-Tracker 

responsible for scheduling jobs on Task-Trackers. 

Task-Tracker again is distributed across each machine 

along with the Data-Nodes, responsible for processing 

map and reducing tasks as instructed by the Job-

Tracker.  

Apart from HDFS and MapReduce, HBase, Hive 

and Pig are important components of Hadoop. HBase 

[11] is a distributed and scalable data store that can 

host billions of large tables having millions of rows and 

columns. Hive [14] [15] is a data warehousing software 

package built on top of Hadoop. It provides SQL like 

user interface for writing HQL (Hive Query Language) 

queries for querying and managing large datasets 

stored in HDFS. Pig [17] [22] is a platform for writing 

MapReduce programs. Pig programs are useful for 

analyzing large datasets that run in parallel. It uses Pig 

Latin [21] programming language, a textual based 

language, which supports parallel execution of data 

flows.  

The key characteristic of Hadoop is that we do not 

have to pre-define the data schema before loading data 

into HDFS. Regardless of the format of data 

(structured, semi-structured and unstructured) we can 

load data into HDFS as it is. Also, data pre-processing 

such as cleansing, normalization & aggregation can be 

done on HDFS itself after loading the data. Using 

Hadoop, business domains can reduce operational cost, 

infrastructure cost, avail data storage and new 

analytical models [10].  

The rule of thumb of Hadoop is that “throw more 

nodes at the problem”. Since, the slave nodes are 

scalable, which can be scaled to any number of nodes 

as per the requirement. Apache Hadoop provides cost-

effective and massively scalable platform for ingesting 

Big Data and preparing it for analysis. It reduces time 

to analyze data by hours or even days. Taking the 

advantage of distributed storage and computations, 

Hadoop is being used by many companies for data 

analytics, behavioral analysis & targeting, clickstream 

analysis, log data aggregation, information extraction, 

web data mining, machine learning, RDF graph 

processing, search engine optimization, data filtering, 

session analysis, events processing and many more. 

The Industries who use Hadoop are China Mobile, 

Yahoo, Facebook, LinkedIn, NetFlix, IBM, Twitter, 

Zynga, Amazon, Accela Communications, Adobe and 

many more. 

 

4 BACKUP AND RECOVERY MECHANISM IN 

HADOOP 
 

For any information processing system any kind of 

disastrous situations may arise. Some of the common 

situations are hard disk failure, node crash, rack failure, 
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data corruption, permanent loss of system (e.g., natural 

disaster), network and power loss. The disastrous 

situation may not be same at all locations. However, 

the system must be fault tolerant against any kind of 

failures. Hadoop provides an effective way for storing 

large files distributed across cluster of nodes. Each 

such node consists of processing and storage power of 

more than terabytes. Files are divided into blocks and 

each block is distributed across nodes along with their 

replica. By default, data blocks are replicated to three 

nodes, ensuring data reliability, high availability and 

fault tolerant [12].  

Hadoop also maintains active and passive (primary 

and secondary) Name-Nodes. Additionally, a 

zookeeper and metadata services are used to coordinate 

between primary and secondary Name-Nodes. In case 

the primary Name-Node fails, the secondary Name-

Node takes over the role of primary Name-Node and 

zookeeper service ensures that both nodes are in sync 

always. Metadata is a special factor in data backup, 

which routes datasets to specific Data-Nodes keeping 

various information such as block size, replication 

factor, list of blocks, list of Data-Nodes, 

acknowledgement (ACK) package, checksums, and the 

number of under replicated nodes [12]. All these 

information take respective role during data backup 

and recovery. For example, checksum is used to detect 

the data corruption. When data corruption occurs 

checksums are verified and subsequently data is resent. 

This way Hadoop provides fault tolerant. There is no 

way of losing data even in case of hardware failures or 

power loss. 

Further, the snapshot-based solutions also exist to 

handle data backups. S. Agarwal et al. [36] present the 

selective-copy-on-appends solution for taking 

snapshots of HDFS. Sometimes the Job-Tracker may 

fail to execute its job and stops permanently. In such 

situations, the Job-Tracker has to be recovered to its 

last state and resume the job without loosing results. 

Snapshot based solution as presented in [34] prevents 

the failure of Job-Tracker, which is based on 

checkpoint & recovery method. Checkpoint & recovery 

method periodically takes the snapshot of current state 

of the Job-Tracker and stores into distributed storage 

(file systems). When the failure situation occurs, a new 

Job-Tracker is created using the last state restored from 

the snapshot and continues execution of the job.  

Furthermore, the problem of loosing data remains 

as it is in case of natural disaster situation such as 

flood, earthquake, or fire. In such situations, the single 

location-based for data backup fails and data may not 

be recovered. At this condition the efficient and cloud 

based data backup & recovery solution is required. 

Since, cloud-based solution provides fast, reliable and 

immediate backup & recovery facilities. A multi-

purpose based data recovery has been presented in 

[41]. The multi-purpose approach offers the data to be 

restored from multiple locations using multiple 

techniques. This solution provides a strong recovery 

process because of having options for restoring data 

from multiple locations and using multiple techniques. 

Hence, Hadoop is fault-tolerant data storage and 

processing system, which can protect data from 

hardware or system failure automatically [42]. That 

means the data is not lost even if the entire node fails or 

goes down. 

 

5 TAXONOMY OF DATA TRANSFORMATION 
 

Different tools exist for transferring variety of data and 

serving specific task. It is essential to understand about 

what, how and why these tools transform data from one 

source to another. In this section, we present the 

taxonomy for understanding different tools, which is 

based on the nature of data being transformed, mode of 

data transfer, hardware and operating system platforms, 

user interface, reliability and fault tolerant. The 

summary of each of them are given below:  

 

a) Nature of the data:  

Today, most of the web data are stored in RDBMS and 

text based file systems. Almost 80% of the web 

applications are dominated by relational data. 

Organizations and companies are constantly using their 

database systems, mostly, the data generation systems. 

The speed of such data generation systems is being 

increased. Because of which, RDBMS may fail at one 

point when the volume of data becomes bigger than the 

capacity. Again, there exist different applications, 

which are constantly generating log data. Such 

applications are weather forecasting applications, social 

networking sites, web servers etc. Analyzing of these 

log data is essential in different use cases. We mostly 

study the tools for transferring RDBMS data, log data, 

local files systems, and copying data from different 

HDFS clusters. 

b) Goal of Data Transfer:  

There are many tools, which perform similar kind of 

job. However, they are different in many use cases 

though they may take same data input. Some of their 

job is to collect log data and store into different 

formats, others are processing and analyzing etc. It is 

important to understand what exactly their goal is, so 

that it becomes clear understanding before using them. 

c)  Mode of Data transfer:  

Once data has been imported into HDFS, sometimes, it 

is essential to export data from HDFS in the same 

format as it was in the source. Since, HDFS stores data 

in different format, making it compatible for 
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MapReduce to process. However, there exist some 

tools that assist the job of data importing and 

exporting. These tools are intermediate between users 

and Hadoop ecosystems. 

d) Hardware and Software Requirement:  

The Hadoop ecosystems especially run in Linux 

Platforms. Initially, the Hadoop team has focused 

development and testing of Hadoop on Linux 

platforms. This is basically a barrier for windows users. 

Indeed Hadoop runs on Mac and Windows platforms, 

however, the operations are not popular on these 

platforms and users may face challenges in integrating 

Hadoop applications. Everyone is not familiar with 

Linux platform, for which it becomes difficult in 

availing the Hadoop benefits. The Hardware 

requirement describes the amount of RAM, CPU speed 

and the disk size required for Hadoop tools. Here, we 

review whether the discussed tools can be run in cross-

domain platforms meeting minimum hardware 

requirements. 

e) User Interface:  

User interface is the main factor by which users are 

able to learn the goal of application quickly. In case of 

writing commands in some sort of tools, such as, 

command line, often users find confusions on 

remembering commands and writing them in proper 

order. Command line tools are more suitable for highly 

technical users. Hence, user interface provides easy to 

follow and learn quickly, as it guides step by step about 

how to proceed to the goal.  

f) Fault Tolerant and Reliability:  

The fault tolerant is defined as how the system tolerates 

during failure. There can be several failures such as 

software crash, disk failure, and power loss and bus 

error [9] [18]. How the system behaves, what happens 

to the state of the data or whether the system remains 

operational after a failure. This is called reliability. For 

a foolproof software tool, it should be able to tolerate 

the failure urges and should remain operational. This is 

what top clients want focuses on this feature to get the 

right software tool. The data should remain persistent 

either in the changed state or initial state. 

 

6 IMPORTING AND EXPORTING DATA IN 

HADOOP 
 

In our study, we have encountered a couple of tools for 

importing and exporting data in and out of Hadoop. 

However, providing a complete list of tools is out of 

scope of this article. Here, we present well-known tools 

as well as relevant to us. These tools include Sqoop, 

Flume, Chukwa, Scribe, Kafka, HDFS File Slurper and 

DistCp. These tools are mainly used for moving 

structured data; log data and files to HDFS. In the 

following sub-section we have described them 

completely. 

 

6.1    Moving Structured Data with Sqoop 
 

Sqoop [33] [1] is a connection oriented, non-event 

based and open source software program for moving 

data between structured data stores and distributed file 

systems. Sqoop mainly used for moving structured data 

(relational tables) stored in MySQL, Oracle or 

Microsoft SQL Server databases on a periodic basis as 

shown in Figure 1. Import is performed by reading 

tables row-by-row and writing records into multiple 

delimited-text or Sequenced files in HDFS. Here, each 

row of a relational table is mapped to a record in 

HDFS. Map-only jobs are applied to select or insert 

data from RDBMS. Multiple tables can be used to 

import data. Data from each table is stored into 

separate directory in HDFS. It uses Map-Reduce 

programming paradigm for parallel processing and 

fault-tolerance. Sqoop consists of a set of command-

line tools, which can be used independently based on 

the requirement. 

For example, for importing data, “sqoop-import” 

tool is used and for exporting data from HDFS to 

RDBMS “sqoop-export” is used. Apart from import 

and export, it also supports saved jobs, merging 

datasets and generation of Java classes that 

encapsulates the imported record in it. Mainly 

distributed agents have been participated in importing 

and exporting data. Microsoft Inc. uses Sqoop for 

transferring data from MS-SQL to Hadoop.  

Additionally, Sqoop is used for importing data into 

Hive and Hbase from the database systems that has 

JDBC feature enabled. Sqoop supports Linux operating 

systems and it can only run where Hadoop libraries and 

configuration files are installed on the machine [33] 

and requiring JDBC drivers installed separately. To 

start importing, database has to be configured using 

“sqoop-import” command following the arguments. 

 
6.2    Moving Streaming Data using Flume 
 

Apache Flume [37] is used for importing event-based 

data into HDFS. Unlike Sqoop, it is one-way data 

collection, i.e., only importing. Apache Flume is a 

standard, straightforward, robust and flexible tool for 

streaming data ingestion into Hadoop. This Apache 

project has received incubator status in a year later in 

2012, but originally developed by Cloudera. It is 

mainly consists of a set of agents, each having an 

instance of the Java Virtual Machine (JVM), requiring 

at least three components such as Flume Source, Flume  
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Figure 1: Apache Sqoop Architecture 

 
 
 
 

 

Figure 2: Apache Flume Architecture (Source: http://www.flume.apache.org) 

 
 
 
 

 

Figure 3: Apache Chukwa Architecture (Source: https://chukwa.apache.org) 
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Figure 4: Scribe Architecture 

 

 

Channel and Flume Sink as shown in Figure 2. Flume 

Source is responsible for collecting incoming streams 

as events that are passed to the Flume Sink via Flume 

Channel. Flume Channel uses in-memory and disk 

queues for storing events. Flume Sink later removes 

events from Flume Channel after writing data into 

HDFS files. Flume is robust, self-contained, reliable, 

fault tolerant and event-based tool, which also supports 

filtering events by enabling multi-hope events 

transmission. 

Flume has been developed to handle the streaming 

logs and data. But the data is being changed time to 

time from the system. It is difficult to batch the data 

due to the dynamic nature. Configuring flume agents is 

an easy task that can be written in Java programming 

language. We can build custom sources by using 

Facebook [4] or Twitter [8] APIs for receiving data 

from each end and having provisions for sending 

received data to the Flume Channel and Flume Sink 

[39]. 

 
6.3   Moving Data with Chukwa 
 

The main objective of Chukwa, as shown in Figure 3, 

is similar to Flume having slight differences in 

monitoring and analyzing large distributed systems as 

well as reliably delivering data [26]. The main goal of 

Chukwa is to support fault-tolerant [13]. Chukwa is 

built on top of Hadoop so as to enable all the features 

of Hadoop are available to it. Chukwa is comprised of 

Agents, Collector and Map-Reduce. It is very much 

similar to Flume Source, Agents are responsible for 

collecting logs from different sources and the Collector 

receives logs from Agents and stores into local disk. 

Finally, the Collector sends received logs to the Map-

Reduce component for archiving and storing logs into 

HDFS. Chukwa is an Apache sub-project of Hadoop 

that offers a large-scale mechanism for collecting, 

storing and monitoring data in HDFS. It is also 

included in incubator status.  

 

 

Chukwa’s reliability model supports two levels: 

end-to-end reliability, and fast-path delivery, which 

minimizes latencies. After writing data into HDFS 

Chukwa runs a Map-Reduce job to de-multiplex the 

data into separate streams. Chukwa also offers a tool 

called Hadoop Infrastructure Care Center (HICC), 

which is a web interface for visualizing system 

performance. 

 

6.4   Collecting System Logs using Scribe 
 

Scribe [16], developed by Facebook Inc., is a powerful 

tool for collecting and distributing system logs from 

several servers. The collected logs are stored in a 

centralized scribe server, which is later analyzed by 

Map-Reduce or Hive. Multiple scribe servers are 

connected to central scribe server(s) by forming a 

directed graph, where, each server acts as a node and 

the edges represent the communication between nodes. 

The logs from each node are passed over to the next 

node. Each node maintains local disk storage for 

storing logs in case the central node is not available 

because of power or network failure. The locally saved 

logs are synced to the superior upon availability. 

Eventually, central nodes collect logs from all nodes 

and passed to the destination file such as HDFS. When 

the central node fails, the logs are stored into the local 

disk and resends upon recovering. However, with such 

configuration there is always a high chance of losing 

messages, duplicity and delay in delivering messages.  

Apart from Facebook, Scribe is also used by 

Twitter [29] and Zynga. Not only HDFS, scribe also 

supports regular file systems and NFS (Network File 

Systems). Reliability is the key goal where it comes 

from a file-based mechanism. Unlike Flume or 

Chukwa, Scribe does not include any convenience 

mechanisms to collect log data. Rather the load is on 

the user side, to stream the source data to the Scribe 

server running on the local systems. For example, to 

move Apache log files, a daemon has to be written in 

the tail and forward the log data to the Scribe server, as 

shown in Figure 4. 
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6.5    Processing Log Files using Kafka 
 

Kafka [7] is a distributed messaging system. It has been 

used for collecting and delivering large volumes of log 

data with low latency [28]. Kafka provides the 

functionality of messaging system and it also caters 

better throughput and fault tolerance. Kafka also 

performs some major tasks which includes monitoring 

operational data, log aggregation, website activity 

tracking, and event sourcing. Log aggregation collects 

log files from web server and places them into central 

storage area (HDFS). To prevent data loss, messages 

are persisted on disk and replicated within the cluster.  

 

6.6    Moving Files using HDFS File Slurper 

 
HDFS File Slurper [5] is an open source project, which 

automatically copies any formats of files from local file 

systems to HDFS and vice versa. It is helpful in 

automating the copying of files from local file system 

to HDFS [6]. File Slurper consists of HDFS file 

location script for determining the location of file in 

destination directory. After writing files into 

destination it verifies the movement of the file. 

 

6.7 Using DistCp to Move Data between 

Different HDFS Clusters 
 

DistCp [2] [3] is used to copy files and directories 

between different HDFS clusters. It uses MapReduce 

jobs for performing copy operation and error handling. 

It allows copying files from multiple sources in a single 

command. DistCp also allows updating and 

overwriting files and their contents into destination 

directories using “-update” and “-overwrite” 

commands. DistCp consists of mainly three 

components: DistCp Driver, Copy-Listing Generator 

and Input Formats & MapReduce Components. DistCp 

Driver parses each argument, assembles the arguments 

into DistCpOptions object, initializes the DistCp and 

coordinates the copy operation. Copy-Listing 

Generator creates the list of files to be copied by 

checking the contents of each file path. Finally, the 

Input Formats & MapReduce Components perform the 

actual copy operation, which copy entire files and 

directories to the destination path. 

 

 
7 DISCUSSION 
 

The summary of characteristics of different tools 

discussed above is shown in Table 1. Each of the tool is 

made for specific purpose, however, most of them 

share similar characteristics in terms of hardware & 

software requirement, user-interaction, reliability and 

fault-tolerance. The similar characteristics are mainly 

because of they are all playing with Hadoop ecosystem. 

Data is increasingly being generated and many 

organizations are striving to acquire real benefits of 

Hadoop. There is urgent need of sophisticated and 

user-friendly tools for moving data in and out of 

Hadoop. However, at this present condition, most of 

the tools are executed using command line tools. It has 

been observed that there is serious need of Big Data 

tools which provide user-friendly interface and are easy 

to operate. So that, end-users can focus only on data 

processing and analyzing.  

As we have already been pointed out, that, data 

transfer is a critical task when dealing with cloud-based 

data processing systems. Customers get enormous 

success while using Hadoop and its ecosystems. 

However, challenges in moving large amounts of data 

to Hadoop will remain as open research questions. 

Like, can we move terabytes of data or even more 

using current network setup? Can existing network 

protocols like FTP and HTTP move large files in a 

small fraction of time? Since, most of the analysing 

applications are not available at the location where raw 

data are generated. Also, for some organisations the 

data is generated at multiple locations, so, data needs to 

be moved to a centralised location before processing it. 

Hence, it is required to move large volumes of data 

instantly. If needed, smart tools should be developed 

for handling data transfer tasks. Without which, no one 

can avail the benefits of Hadoop. These sorts of 

concerns arise before using Big Data tools, which we 

must have to learn in detail. 

Table 2 shows some recommendations and use 

cases on the tools as discussed above. These tools help 

for migrating data from traditional data storage systems 

to HDFS. Sqoop is helpful for transferring structured 

data into HDFS. It can transfer bulk data and supports 

bidirectional data transfer. Flume, Chukwa and Scribe 

on the other hand, made for collecting different kind of 

log data and storing into HDFS for further processing. 

Apache Kafka is used for messaging services as well as 

log aggregation and events sourcing. HDFS File 

Slurper is useful for transferring file transfer 

automatically from local file systems to HDFS and vice 

versa. DistCp is also similar to Slurper, but it is mainly 

used when both source and destination are running in 

distributed environment.  

All these tools work mainly in Linux and Mac 

platforms requiring CPU to be Dual Core or higher and 

2.0 GHz clock speed minimum. At least 2GB of RAM 

size is required but 4 GB is recommended for better 

performance. 
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Table 2: Recommendation and Use Cases on different tools 

Tools Recommendation/Use Cases 

Sqoop 
Especially useful to import bulk data transfer between RDBMS and HDFS. Data transfer 

is only required to analyze and gain some intuitions from the data. 

Flume 

Analyzing huge amounts of log data assists to identify threats or unique patterns. Flume 

helps in collecting, aggregating and moving such log data into HDFS. It is useful for 

sources, which generate log and streaming data, like web servers, sensor devices and 

social media applications. Flume is highly recommended as Cloudera actively supports it. 

Chukwa 

Chukwa aids in collecting & aggregating log data; however, Chukwa is batch/mini-batch 

system in contrast to Flume, which is continuous stream processing system. Chukwa also 

has Hadoop clusters and MySQL dependencies. Chukwa helps in viewing results of log 

analysis into its powerful toolkits. 

Scribe Scribe is also applied for collecting and distributing system logs from several servers. 

However, according to Github, Scribe is no longer supported or updated by Facebook. 

Kafka Useful in case of sending large volume of messages in a client server setup. Kafka is 

reliable and scalable messaging system. However, data ingestion to HDFS is more 

challenging than Flume or Scribe. 

HDFS File 

Slurper 

HDFS File Slurper is just a utility application for moving files between local file system 

and HDFS. The source and destinations can be local file system or HDFS or both. 

DistCp It is used to migrate data between two Hadoop clusters or any distributed systems. DistCp 

is mainly used during data backup in Hadoop. 

 

 

 
8 CONCLUSION AND FUTURE WORKS 
 

Hadoop allows processing of huge amount of variety of 

data in a parallel computing environment. Since, 

everyday a variety of voluminous data is being 

generated using applications such as social media sites, 

web servers, and sensor devices. The nature of such 

data is mostly unstructured like texts, images and 

multimedia data. In order to analyze such data, the 

traditional data processing softwares fail when data 

size goes beyond the capacity. At this moment, Hadoop 

is the best platform for handling variety of voluminous 

data. However, data needs to be imported into HDFS 

before processing. In this article, we have reviewed 

different tools for importing and exporting data in 

HDFS environment. These tools assist in migrating 

data into HDFS without worrying about data formats 

and internal operations. Having these tools we can have 

data loaded into HDFS and get analyzing results 

quickly.  

With the help of these tools or concepts we plan to 

perform Extract, Transform and Load (ETL) based 

works in the Semantic Web environment. As the goal 

of the Semantic Web is to bring traditional data into 

RDF (Resource Description Framework) format, which 

allows data to be shared and reused across multiple 

domains. The research on this field is already in action, 

however, there are certain data sources that produce 

huge amount of data. Processing, storing and at the 

same time converting such data into RDF is becoming 

challenging for the applications which are not 

distributed in nature. We plan to use some commonly 

used tools and approaches [19] [20] to load traditional 

data into Hadoop for converting, processing and finally 

storing into RDF format. 
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