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ABSTRACT

The high availability of user-generated contents in the Web scenario represents a tremendous asset for understand-
ing various social phenomena. Methods and commercial products that exploit the widespread use of the Web as a
way of conveying personal opinions have been proposed, but a critical thinking is that these approaches may produce
a partial, or distorted, understanding of the society, because most of them focus on definite scenarios, use specific
platforms, base their analysis on the sole magnitude of data, or treat the different Web resources with the same
importance. In this paper, we present SIWeb (Social Interests through Web Analysis), a novel mechanism designed
to measure the interest the society has on a topic (e.g., a real world phenomenon, an event, a person, a thing). SIWeb
is general purpose (it can be applied to any decision making process), cross platforms (it uses the entire Webspace,
from social media to websites, from tags to reviews), and time effective (it measures the time correlation between
the Web resources). It uses fractal analysis to detect the temporal relations behind all the Web resources (e.g., Web
pages, RSS, newsgroups, etc.) that talk about a topic and combines this number with the temporal relations to give
an insight of the the interest the society has about a topic. The evaluation of the proposal shows that SIWeb might
be helpful in decision making processes as it reflects the interests the society has on a specific topic.
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1 INTRODUCTION derstanding various social phenomena, from extremism

to social activism and from consumer sentiment to mar-

The Internet and mobile technologies have been the pri-
mary force behind the ecosystem composed of blogs,
microblogs, forums, wikis and social networks (just to
name a few), where users, consumers, voters, business,
governments and organizations produce more and more
contents [10, 12, 31, 40].

The high rate at which people produce contents makes
this scenario an important source of information to look
at when analyzing the pulse of the society, as user-
generated contents represent a tremendous asset for un-

keting intelligence [6, 9].

Traditionally, the task of understanding the interests of
the society was accomplished through opinion polls, but
this methodology is costly and time consuming to con-
duct. Therefore, researchers are proposing methods that
exploit the widespread use of the Web as a way of con-
veying personal opinions with the aim of understanding
the pulse of the society through analysis of the Web data.
The rationale behind this approach is that the Web is a
modern version of the ancient Greek Agora, where peo-
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ple gathered together to do commercial and administra-
tive activities, to discuss politics and philosophy, to par-
ticipate to social and religious events, to understand and
influence society. Indeed, Internet and mobile technolo-
gies are making the Web a significant representation of
our society, as they create new spaces of freedom, allow
users to express their opinions, facilitate interpersonal re-
lationships, encourage the creation of collaborating col-
lectivities and modify the way to conduct business.

Society and Web are so strongly linked that they affect
each other: when something happens in the real world
it is very likely that few seconds later someone writes
about it in the Webspace. For instance, people use social
media during and in response to anticipated and unan-
ticipated events like natural disaster, disease outbreaks,
speeches, elections and crises. Web users are akin to
physical sensors, creating a global network of measure-
ment capabilities: when something happens, users re-
ceives stimulus and they communicate through the sys-
tem, other people receive the message and communicate
through the system and the process goes on [8]. In this
way, people create a network and contribute to all kinds
of dynamic dialogs by sharing their expertise and opin-
ions [40].

The large availability of user-generated contents pro-
vides a wealth of opportunities for understanding users’
preferences, assessments, and opinions about contents,
services, brands, people, events, etc. For instance, politi-
cians may gauge public opinion on policies and/or polit-
ical positions; government could get early clues about
disease spreading and could plan appropriate counter-
measure, corporations may find influential blogger to
promote their products. In few words, the Web is be-
coming an essential component of the next-generation
business intelligence platform.

In the literature, different proposals analyze the Web
to get insights of what happens in the society: some
focus on the blogosphere, other on specific platforms
like Twitter and Facebook, and the applications vary
from investigating general people’ concerns/opinions to
measure Hollywood stars’ notoriety, from understanding
politicians’ popularity to identify consumers’ opinions,
(e.g.,[2,3,5,7,8,11, 13, 20, 23, 26, 35, 37]). The main
limitations to most of these approaches are: i) they fo-
cus on definite scenarios like marketing and therefore an
effective general-purpose approach is missing, ii) they
analyze specific platforms like the Blogosphere, Twit-
ter or Facebook, and therefore results represent only a
portion of the society, iii) their analysis is mainly based
on the sole magnitude of data and therefore it is easy to
maliciously affect the input data to produce biased re-
sults, iv) they give the same importance to all the Web
resources and therefore very old unrelated Web resources
are considered similar to very recent and correlated Web

resources. Needless to say, this may produce biased re-
sults.

Motivated by the limitations of current approaches, in
this paper we propose SIWeb (Social Interests through
Web Analysis), a novel mechanism to understand the in-
terests of the society toward a topic (e.g., a real world
phenomenon, an event, a person, a thing, an idea, etc.).
The mechanism is designed with the following con-
straints: General purpose: it should not focus on spe-
cific scenarios, but it must be able to be used in any deci-
sion making process (e.g., marketing, society opinions,
trend discovery, etc.); ii) Cross platforms: it should not
use data of specific platforms, but it should use data of
the entire Web space from social media to websites, from
tags to reviews; iii) Time effective: it should not use the
sole magnitude of data, but it has to detect and measure
the temporal relations among the Web resources that talk
about a specific topic.

The idea behind SIWeb is to use fractal analysis to
detect and measure the temporal correlations among all
the Web resources that talk about a particular topic and
to combine the temporal correlations with the absolute
number of Web resources that talk about the topic. The
output of SIWeb is an index that gives an insight of the
interests the society has about a specific topic. To evalu-
ate our proposal, we considered different scenarios (pol-
itics, sports and cars) and we compare SIWeb against
other methods. The results show that SIWeb better re-
flects the interests of the society and therefore it might
be an helpful mechanism to measure the present and fu-
ture interests around any topic.

The remainder of this paper is organized as follows. In
Section 2 we overview works in the area of Web and So-
ciety; Section 3 presents details of the SIWeb proposal,
whereas its evaluation is shown in Section 4. Conclu-
sions are drawn in Section 5.

2 RELATED WORKS

Recently, in the literature many proposals focused on us-
ing Web data for different purposes. In the following,
we present some of these proposals grouped in four dif-
ferent categories: prediction, people opinions, marketing
and geosocial events.

e Prediction: Asur et al. [4] use the Twitter messages
to forecast box-office revenues for movies. In par-
ticular, they constructed a linear regression model
for predicting box-office revenues of movies in ad-
vance of their release. The obtained results showed
that there is a strong correlation between the amount
of attention a given topic has and its ranking in
the future. Chi et al. [7] analyze the Blogosphere
and propose a trend analysis technique based on the
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singular value decomposition; Goel et al. [17] use
the search query volume to predict consumer activ-
ities, such as attending movies and purchasing mu-
sic or video games. The obtained results showed
that in films, video games and music the search
counts are highly predictive of future outcomes.
Gruhl et al. [20] use the volume of blogs or link
structures to predict the trend of product sales. Liu
et al. [22] study the predictive power of opinions
and sentiments expressed in blogs, in order to pre-
dict product sales performance; Glance et al. [26]
propose a mechanism to discover trends inside the
Blogosphere by using data mining techniques.

e People opinions Fukuhara et al. [11] describe a
system that counts the number of blog articles con-
taining a specific word so as to understand con-
cerns of people; Merhav et al. [24] analyze the Bl-
ogosphere with natural language processing tools
in order to provide a better understanding of the
society. Indeed, their proposal extracts the rela-
tionships among entities, facts, ideas, and opinions.
Ni et al. [27] propose a machine learning method
for classifying informative and affective articles in-
side the Blogosphere; Weng and Lee [38] apply
wavelet analysis to Twitter messages in order to de-
tect bursts of word usage. The method is useful to
analyze large events like sports or elections.

e Marketing Agarwal et al. [1] propose a method
to identify influential bloggers into the blogosphere.
Agrawal et al. [2] and Gamon et al. [14] have also
conducted research in opinion mining for marketing
purposes in the domains of newsgroup and blogs.
Morinaga et al. [25] present an approach that au-
tomatically mines consumer opinions about target
products from Web pages, in order to obtain the rep-
utation of the products.

e Geosocial events Lee and Sumiya [21] as well as
Pozdnoukhov and Kaiser [29] present methods to
detect unusual geosocial events by measuring the
spatial and temporal regularity of Twitter streams.
Sakaki et al. [33] propose a natural disaster alert
system using Twitter users as virtual sensors.

Also commercial blog sites and Web search en-
gines are offering services that aim at understanding
society through Web data analysis. The Webfountain
project [19] uses Web mining techniques for market
intelligence and is based on massive server clusters;
Google Trends' analyzes a percentage of Google web
searches to determine how many searches have been
done for a specific term compared to the total number

Thttp://www.google.com/trends

of Google searches done during that time [18]; different
studies use Google Trends to predict future events (e.g.,
influenza cases [15] or stock market [30]).

Motivated by the fact that the approaches designed to
investigate people’ opinions are usually based on specific
platforms (e.g., Blogosphere, Twitter, Web searches), an-
alyze the Web data with a magnitude analysis and don’t
consider the temporal correlations in the Web data, in
this paper we propose a novel mechanism that aims at
understanding the interests of the society through Web
data analysis.

Our approach is different: SIWeb is designed to be a
general purpose approach to understand the interests of
the society through Web data analysis, it is based on the
whole Webspace and not on a subset of it (like the Blogo-
sphere, Web searches or specific social media) and, most
important, it uses fractal analysis to detect and measure
the temporal relations among the Web resources related
to a specific topic in order to differentiate their impor-
tance. Indeed, it is important to consider temporal corre-
lations among Web resources, as the Web is a time evolv-
ing scenario where the number of Web resources that talk
about a specific topic is different from time to time; the
more these Web resources are temporarily correlated, the
more the topic reflects an interest of society. In particu-
lar, correlations that survive long enough are likely to
create a network of Web resources. If this happens, the
network will likely respond to subsequent stimulus (new
events related to the topic in a similar “correlated” way).
Conversely, if the network is not sufficiently correlated,
it will eventually vanish and disappear, and the response
to subsequent stimulus will be negligible. Although frac-
tal analysis has been extensively employed in diverse sci-
entific, sociological, and philosophical areas of research,
and is used to describe physical, visual, acoustic, and
chemical processes, and biological, weather, and finan-
cial systems [39], to the best of our knowledge, SIWeb
is the first mechanism that uses fractal analysis to un-
derstand the interests of the society through Web data
analysis.

3 THE SIWEB PROPOSAL

The Web is becoming the principal provider of news and
opinions, and the society-Web relation can be exploited
to discover people concerns, opinions, and trends by an-
alyzing the Webspace. In this section, we present de-
tails of SIWeb (Society Interests through Web Analysis),
a novel mechanism designed to understand the interests
of the society through Web data analysis. The motivation
behind our proposal is that current approaches might pro-
vide a misleading perception of what’s happening in so-
ciety as they: i) focus on specific platforms, (e.g., Twit-
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Figure 1: SIWeb Architecture. The entire Webspace and fractal analysis are used to understand the interests

the society has on a specific topic.

ter, Facebook, Blogosphere, etc.) and therefore they may
produce biased results as they analyze data generated by
a portion of the society; ii) use the sole magnitude of data
and therefore it is easy to maliciously alter the input data;
iii) do not consider the temporal correlations in the Web
data and therefore they may produce results that do not
reflect the interests of the society.

Before presenting the details of our proposal, we re-
call here that, in the following, the term “Web resource”
refers to any resource (e.g., a Web page, an RSS feed,
a discussion in a newsgroup, etc) that can be accessi-
ble, and retrievable, in the Web, and that correspond to
a specific topic; the term “topic” refers to someone or
something that people talk about (e.g., a natural event, a
person, a thing, an idea, etc.) in the society and that is
possible to describe through a set of textual keywords.

SIWeb is designed with the following constraints: 1)
General purpose: it should not focus on specific sce-
narios, but it must be able to be used in any decision
making process (e.g., marketing, society opinions, trend
discovery, etc.); ii) Cross platforms: it should not use
data of specific platforms, but it has to use data of the
entire Web space from social media to websites, from
tags to reviews; iii) Time effective: it should not use the
sole magnitude of data, but it has to detect and measure
the temporal relations among the Web resources that talk
about a specific topic.

Figure 1 presents the SIWeb architecture: the “data
collection” module accesses to the Web and harvests the
number of Web resources that talk about a topic (identi-
fied by a set of textual keywords) in a specific period of
time (observable period); the module produces a time-
series of values that represent the number of Web re-

sources talking about a particular topic as a function of
time; Fractal analysis is then applied to the time-series
and the results are combined with the absolute number of
Web resources that talk about the considered topic in or-
der to compute the STWeblndex. Indeed, fractal analysis,
through the computation of the fractal dimension, gives
an insight of the amount of correlations present in the
network of Web resources. Technically speaking, it gives
a fast insight of the “system” that generated the time-
series (i.e., it tells whether the system is regular, random,
or something in between). An example of regular system
is represented by a single blogger who posts different
messages about the same topic. Although the number
of Web resources talking about the topic smoothly in-
creases, this increasing number does not reflect a grow-
ing of interest in topic by society; it simply represents a
blogger very fond of the topic. An example of a random
system is represented by several Web resources without
any correlations that talk about the same topic (e.g., peo-
ple who post messages about the same topic but do not
relate each other). It is worth noting that, in many sce-
narios, the knowledge of the system brings considerable
benefits: for instance, it may be useful to help predict-
ing the near future behavior of earthquakes, or the stock
market trend [34, 36].

Anything in between a regular and a random system
means that the network of Web resources that generated
the sequence is correlated and thus it will likely cause
other people to become part of the network. As a re-
sult, more people are interested in the topic described by
the set of keywords. To better clarify, let us consider a
simple example: the success of a TV-series. An ensem-
ble of fans can be triggered by the pilot episode so as to
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form a group of people interested in the TV-series. In
this case, the group of fans is a correlated network as
they talk almost every day about the TV-series. In fact,
when a new episode is aired this group of fans will easily
be the first to talk about it, and it is likely that they will
cause other people to become fans; this means that the
network grows, as additional people become part of the
network. If the network is correlated enough, for years
to come there will be people speaking, reading, listening,
and talking about the TV-series.

Note that, by periodically using SIWeb, it is possible
to obtain a SIWeblIndex time-series that shows how the
interest that society has on a specific topic changes with
time.

3.1 Data collection

This module is in charge of retrieving the number of Web
resources (e.g., Web pages, social media, News feeds,
blogs, tags) that talk about a topic on a specific period
of time. It takes in input two parameters: the set of
textual keywords that describe the topic and the observ-
able period. By measuring the number of Web resources
that talk about the topic in several consecutive days, the
module produces a time-series that describes the number
of Web resources talking about the topic over time. In
essence,

Twen(S) = {x1,... (1)

represents the time-series of N consecutive and periodic
measures of the number of Web resources found when
searching for the set S of textual keywords, and z; is
the number of Web resources talking about the topic
at time 1.

7$N}

3.2 Fractal analysis

We mentioned that, given a time-series, fractal analysis
gives a fast insight of the “system” that generated the se-
quence of values. This is achieved with the computation
of the so-called fractal dimension, which allows discern-
ing whether the system that generated the time-series is
regular or random. Roughly, a regular system produces
smooth changes in the sequence of values, whereas a ran-
dom system produces highly irregular changes in the se-
quence. Note that, in our scenario, the system is com-
posed of all the Web resources described through the
set S of textual keywords, and the time-series is the one
generated by the data collection module (i.e., Ty ey (:5)).

To compute the fractal dimension D of a sequence
of N samples (e.g., the sequence of values collected in
different time points), SIWeb uses the box counting al-
gorithm [32]: a grid of square boxes of size L? (see
Figure 2) covers the data. The number M (L) of boxes

_

] O

Function values

Time

Figure 2: The Fractal Dimension of a curve is ob-
tained by covering the curve with M (L) squares of
dimension L.

needed to cover the curve is recorded as a function of the
box size L. The (fractal) dimension D of the curve is
then defined as

D = — lim log; M(L). 2)

L—0

One finds D = 1 for a straight line (regular system),
whereas D = 2 for a random curve. Indeed, eventually
a random curve covers uniformly the whole plane. Any
other value of D in between of these integer values is a
signal of the fractality of the curve. This algorithm can
be modified using rectangular boxes of size L x A; (A; is
the largest excursion of the curve in the region L). Then,
the number

3

is computed; for any curve a region of box lengths
Liin < L < Lyjae exists where M o« L=P. Out-
side this region one either finds D = 1 or D = 2:
The first equality (D = 1) holds for L. < L,,;, and
is due to the coarse grain artificially introduced by any
discrete time series. The second one (D = 2) is ob-
tained for L > L,,4, and is due to the finite length of
the analyzed time series. The exponent D is then ex-
tracted from the function M (L) by means of a fit in the
region Lyin, Limaq- It is important to highlight that the
fit result might depend on the choice of the boundaries
Linin, Limaz. For this reason, Ly,;p, Limaz are chosen by
an adaptive algorithm that aims at minimizing the intro-
duced error. As shown in the experimental results, the er-
ror, comprehensive of the errors introduced by the fitting
procedure, is kept small enough to produce interesting
SIWeb indexes.

The fractal dimension measures the degree of corre-
lations in a time series, as shown for example in [16].
Given a real stochastic process z(¢) as a function of time
with zero mean and unit variance, i.e. E[z(t)] = 0 and
E[x2(t)] = 1, the correlations present in the time series
are defined as the expectation value as a function of the
distance h, C(x,h) = E[z(t)z(t + h)]. In the case of a
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Figure 3: The time-series representing the number of
Web resources talking about a specific topic is split
into several overlapping and consecutive windows.
Fractal analysis is then applied to each window to
compute the fractal dimension.

stationary Gaussian random process, one can show that
if the correlations in the time series are C'(h) = 1 — |h|’
as h — 0 for some 3 € (0, 2], then the fractal dimension
is related to the exponent 3 as follows:

p=2-5.

2
Thus, the faster the decaying of the correlation the lower
the fractal dimension is: for example D = 2 corresponds
to the case of very slow decaying correlations 8 = 0,
while D = 1 to fast decaying correlations g = 2.

To better appreciate how this temporal correlation
changes with time, SIWeb considers the N collected
samples of the time-series T'yye;(S) as several overlap-
ping and consecutive time windows of length z (e.g., in
our experiments we consider z equal to 14 and 30 days).
Figure 3 better shows the process. As a result, if N > z,
N samples produces N — z + 1 time windows, with 2
the length of the time-window. Roughly, each time win-
dow represents a snapshot of the Web and its analysis
allows discovering the temporal correlation of the Web
resources in that particular time-window.

SIWeb  computes  the  fractal  dimension
of each window, thus it produces a se-
quence of  values Drwer(®) composed  of

(D(LZ) (S), D(27z) (S), ceey D(N—z+1,z) (S)), where
Dy;,-)(S) is the fractal dimension of the i — th time
window of length z.

It is worth noting that the sequence DEW”(S) is not
sufficient to understand the interests the society has on
the topic described by the set of keywords S. Indeed, the
interest is also represented by the total number of Web
resources talking about it. Therefore, SIWeb combines
together DEW“(S)
lowing.

and Ty (S), as shown in the fol-

3.3 SIWebIndex Computation

The SIWebindex is a combination between the results
obtained with the fractal analysis and the number of Web
resources. Since SIWeb considers the IV collected sam-
ples of the time-series as a sequence of N — z + 1 time
windows, first it computes the average number of Web
resources described by the set of keywords .S in any time
window and then it combines temporal correlation and
number of Web resources to compute STWeblIndex.

In particular, by denoting the 7 — th time window with
T;, the average number of Web resources described by
the set of keywords S in the ¢ — th window of length z is
computed as follows:

WE(S) = “)

> x,/IT

JET;

The SIWeblndex of the i —th window is a combination
of WZ(S) and of D; .(S) and is computed as follows:

SIWebIndex?(S) = a-logWZ(S)+(1—a)-D; .(S)
&)
where « is a parameter in the range [0..1] used to tune
whether one wants to give more importance to the abso-
lute number of Web resources or to the temporal corre-
lations among these resources. Indeed, a low value of «
gives more prominence to the absolute number of web
resources, whereas a high value of alpha gives more im-
portance to relationships among the Web resources.

By applying Equation (5) to all the (N — z + 1) time
windows, we find the sequence SIWebIndex$(S),
SIWebIndex5(S).,....SIWebIndexy;_, ,(S) that
shows how the interests the society has on the topic
described with the set of keywords S changed over time.

4 SIWEB EVALUATION

To evaluate our proposal, we develop a prototype version
of the SIWeb mechanism using the Google searching
tools that allows retrieving Web results for a specific day.
The research options have no restrictions with respect to
country and language (any language and any country).
However, it is worth highlighting that any other data col-
lection tool can be used (e.g., another search engine, a
developed one) and any restriction can be specified (e.g.,
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Figure 4: Number of Web resources talking about
the Democratic candidates Barack Obama and Hillary
Clinton.

if someone is looking for the interests of the society in
specific countries).

In the following, we present three different scenar-
ios: politics (the 2008 US Democratic primaries elec-
tions and the 2008 US Presidential elections), sports (the
interests around Tennis top players), and cars (the inter-
ests around some popular car manufacturers brands).

We mentioned that the STWeb index is customizable
by setting the value of z (the length of the time window
where to compute the fractal dimension) and the value
of « (the balance between the absolute number of web
resources and the relations among the Web resources).

Far from proposing the best values of these parame-
ters, in the following experiments, we consider two dif-
ferent values of z (14 and 30) and the value of 0.5 for the
« parameter (same importance for the absolute number
of Web resources and for the relation among these Web
resources). Indeed, although we observed that these val-
ues produced reasonable results, it is worth noting that
the tuning of these parameters is outside the scope of the
paper and is left to the SIWeb users (as happen with any
other data management and analysis tools).

4.1 Politics scenario

In 2008, the Democratic Party had to choose its nomi-
nee for President of the United States in the 2008. This
is usually done using the so-called Presidential primaries
process, a sequence of primary races and caucuses to be
held in each of the fifty US states. According to several
poll agencies, Hillary Clinton was the strongest candi-
date among the eight initial ones, and after the first races
and caucuses (held in January 2008), it was clear, and
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Figure 5: Number of Web searches related to the
Democratic candidates Barack Obama and Hillary
Clinton.

unexpected, that the race was between Barack Obama
and Hillary Clinton. The contest remained competitive
for several months, and only at the beginning of June,
Hillary Clinton withdraw and conceded the nomination
to Barack Obama.

In the following, we investigate the scenario by look-
ing at the number of Web resources and at the number
of Web searches that were done every day during that
period, and then we apply our proposal to this scenario.

Figure 4 reports the number of Web resources talk-
ing about the Democratic candidates Barack Obama and
Hillary Clinton. At first glance, Hillary Clinton had a
much larger number of resources that talked about her
(only at the beginning of April, the two candidates had
a comparable number of Web resources). It can also be
noted the presence of peaks, which happen during pri-
mary election races or caususes. Also, it is interesting
to note that the number of Web resources increased a lot
at the beginning of March. A reasonable explanation is
that at the beginning of March, the candidate John Mc-
Cain got the Republican nomination, and hence all the
media attentions began focusing mainly on the Demo-
cratic party. If one thinks that the number of Web re-
sources represents the interest of the society, by looking
at this chart, Hillary Clinton should have won every pri-
mary election race and caucus, but we know she did not.

Figure 5 reports the volume of Web searches related
to the Democratic candidates Barack Obama and Hillary
Clinton. Results show that the term “Barack Obama” has
been entered in Web search engines many more times
than the term “Hillary Clinton”. If one thinks that the
number of Web searches represents the interest of the
society, by looking at this chart, Barack Obama should
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have won every primary election race and caucus, but
we know he did not.

These examples show that an analysis based on the
simple magnitude of results (e.g., Web resources, Web
engine searches) may represent a distorted reality, and
therefore is not sufficient to understand the interests the
society has on a specific topic.

Figure 6 reports the SIWeblndex computed with
a = 0.5 (same weight to correlations and to the magni-
tude of the web resources) and with z = 30 days. The
experimental results have errors in the order e = 0.02. It
is worth reminding that the period up to the end of Jan-
uary saw Barack Obama winning primary election con-
tests (Iowa and S. Carolina) and getting interesting re-
sults in others (New Hampshire, Nevada, and Florida).
The majority of the media defined these results as unex-
pected, but looking at the STWeblndex, these results were
not unexpected at all: in this period the SIWebIndex re-
lated to Barack Obama has been always higher than the
one of Hillary Clinton. A second interesting period to
analyze is February. In that period, all the media men-
tioned a possible withdraw of Hillary Clinton from the
Presidential race. From Figure 6 it can be noted that
the SIWeblIndex related to Hillary Clinton has been al-
ways higher than the one related to Barack Obama: this
shows that the society was more interested to Hillary
Clinton. In the second half of March (when no primary
election contests were scheduled), the interests around
the two candidates decreased. When the primary elec-
tion contests begun again, the interests of both increased,
with the one about Barack Obama higher than the one of
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Figure 7: Number of Web resources related to the
US Presidential candidates Barack Obama and John
McCain.

Hillary Clinton (it is to note that at the beginning of June
2008, Hillary Clinton withdraws from the Presidential
race, and Barack Obama became the Democratic nomi-
nee for President of the United States).

This case-study shows that, while approaches based
on the simple magnitude of results were not sufficient
to understand society, the SIWebIndex better reflects the
interests the society has on a specific topic.

Another interesting example is related to the 2008 US
Presidential election that was held on November 4, 2008:
people had to choose between Democratic Party nominee
Senator Barack Obama and Republican Party nominee
Senator John McCain. Barack Obama became the 56th
US President.

Figure 7 reports the number of Web resources talk-
ing about Barack Obama and John McCain from mid
September to November 3 (the period when the Pres-
idential campaign became interesting). During this
period, there were more Web resources talking about
Barack Obama than about John McCain. It is interest-
ing to observe that on October 16, John McCain almost
reached Barack Obama, and even passed him on October
22. Looking at what happened in society, we observe that
on October 16, John McCain was a guest of the “David
Letterman Show” and the video became very popular on
video sharing sites like YouTube; on October 22, media
talked a lot about rumors related to expenses campaign
of the John McCain’s Vice-President. Also to note the
impact that a speech held in St. Louis on October 18 had
on Barack Obama. Note also how, as of November 3, the
difference among the two candidates is quite clear.

Figure 8 reports the number of Web searches talk-
ing about Barack Obama and John McCain from mid
September to November 3. Looking at the number of
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Figure 8: Number of Web searches related to the US
Presidential candidates Barack Obama and John Mc-
Cain.

Web searches, the term “Barack Obama” has been en-
tered many more times than the term “John McCain”.

In summary, approaches based on the magnitude of
results clearly showed that Barack Obama was taking
the lead over John McCain. However, according to
several pool agencies, John McCain narrowed the gap
from 15 to 7 points in the last week of the Presidential
campaign [28]. This aspect is invisible in the approaches
based on the magnitude of results.

Figure 9 reports the SIWebIndex computed with equa-
tion (5) with @ = 0.5 (same weight to correlations and
to the magnitude of the web resources) and z = 30
days. The experimental results have errors in the order
€ = 0.04. It can be observed that the interests of the so-
ciety were more focused on ‘“Barack Obama”. However,
it is interesting to observe the last two weeks of the cam-
paign: “John McCain” highly reduced the gap, which is
exactly what poll agencies reported.

Once again, this scenario shows that the STWeblIndex
better reflects the interests the society has on a specific
topic.

4.2 The auto scenario

The automotive industry is one of the largest of all indus-
tries. With no doubts, the economic and financial crisis
affected the automotive Industry. In such a scenario, it is
interesting to observe what are the interests of the soci-
ety toward some of the most popular cars manufacturers.
To this aim, Figure 10 presents the absolute number of
Web resources that talk about some of the most popular
cars manufacturers (FIAT, Opel, Volvo, Chrysler, Toy-
ota and Renault). Looking at the Figure, it is difficult to
have a clear idea of the scenario: there are several peaks
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Figure 9: SIWeblIndex related to ‘“Barack Obama”
and “John McCain”’, with a time window of 30 days
and o = 0.5. Higher values mean a higher interest in
society. Errors are in the range [0-0.04].

that usually correspond to specific events (e.g., the peak
of the FIAT curve at the end of December corresponds
to news about FIAT taking control of Chrysler, the peak
of the Renault curve at the beginning of January corre-
sponds to the presentation of a racecar model at the CES
in Las Vegas). Figure 11 presents the STWeb Index re-
lated to the considered cars manufacturers. The index
is computed with @« = 0.5 and z = 14 days and the
experimental results have errors in the order ¢ = 0.14.
We recall here that higher values mean a higher interest
in society. It is interesting to observe the FIAT topic:
the interest around the brand increased around the mid
of December, where the first rumors about Chrysler ac-
quisition began to appear on the news. This interest is
transparent to the absolute number of Web resources: in-
deed, by looking at the sole number of Web resources
one may infer that the peak at the end of December likely
corresponds to an interest, but it is difficult to understand
the interest in the days pre and post peak. Another in-
teresting case is what happen to the Opel topic: on De-
cember 27, Reuters reported that ”General Motors Com-
pany has declared that its European unit Opel remains
positive that sales growth in 2014 will be sufficient so
that the company won’t need to make further cost cuts”.
Although this news did not cause a considerable incre-
ment in the absolute number of Web resources that talk
about the Opel topic, STWeb measured a high correlation,
showing that this news created an interest in the society.

4.3 The Tennis scenario

Tennis is played and watched by millions of people all
over the world and top players are sponsored by top com-
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mean a higher interest in society. Errors are in the
range [0-0.11].

panies. In this scenario, it is interesting to measure the
interests around top player. This information will be very
useful to top companies when deciding what player to
Sponsor.

Figure 12 presents the absolute number of Web re-
sources that talk about top tennis players like Roger Fed-
erer, Rafael Nadal and Novak Djiokovic. Looking at the
Figure, it seems that people are interested in Roger Fed-
erer (with the exception of the Rafael Nadal peak around
the end of November, when the Spanish tennis player
got the best Spanish athlete award). However, if we look
at Figure 11 (the index is computed with o = 0.5 and
z = 14 days and the experimental errors are in the order
of 0.11), it is interesting to observe that, in the first ten
days, people were more interested in Novak Djokovic.
This interest is transparent to the absolute number of
Web resources.

4.4 Summary of Results

The experiments showed that an analysis based on the
simple magnitude of results (e.g., Web resources, Web
engine searches) may represent a distorted reality, and
therefore is not sufficient to understand the interests the
society has on a specific topic. Conversely, SIWeb pro-
duces an index that better reflects the interests the society
has on a specific topic.

For completeness, we recall here that SIWeb requires
to specify two different parameters in order to compute
the STWeb index: the length of the time windows where
to compute the fractal dimension and the weight of the
correlations among the Web resources that talk about a
specific topic. In our experiments, we considered two
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Figure 15: SIWebIndex (o« = 0) related to ‘Roger
Federer’: the influence of the time window length.
Errors are in the range [0-0.11].

different lengths of time windows (14 and 30 days) and
an equal importance between the number of Web re-
sources that talk about a specific topic and their correla-
tion (e.g., @=0.5). To show how the parameters affect the
SIWebindex, Figure 14 shows the STWeblndex related to
top tennis players computed by considering a time win-
dow of 14 days and by giving importance only to rela-
tions among the Web resources that talk about the top
tennis players, i.e., « = 0. The obtained results show
that the Web resources that talked about Nadal were
more correlated that the ones that talked about Federer
or Djokovic, showing that people “talked” more about
Djokovic (first ten days) and Nadal than about Federer.
Figure 15 shows the STWeblndex related to “Roger Fed-
erer” computed by considering o« = 0 and by varying
the time window length (7, 14 and 28 days). The re-
sults computed with shorter windows have more varia-
tions compared to the results obtained by using longer
windows. In fact, long time window length produces
smooth results (e.g., if we consider a single window with
a time length equal to the one of the time series, there
would be only one result, the one representing the aver-
age correlation present in the entire series).

5 CONCLUSIONS

In this paper, we presented SIWeb (Social Interests
through Web Analysis), a novel mechanism designed
to understand the interests the society has on a specific
topic. SIWeb is proposed to overcome some limitations
of other approaches (e.g., usage of specific platforms,
analysis based on the sole magnitude of data and tem-
poral correlations of Web data not considered) that may
produce biased results, and is designed to be: i) general
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purpose, ii) cross platforms, and iii) time effective. It
combines the number of Web resources that talk about
a specific topic with the amount of correlations among
these Web resources and gives an insight of the interests
the society has on a specific topic. The evaluation of the
proposal shows that STWeb might be helpful in decision
making processes as it reflects the interests the society
has on a specific topic.
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