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ABSTRACT

In this study we address the problem of answering queriesapeer-to-peer system of taxonomy-based sources.
A taxonomy states subsumption relationships between inagagée DNF formulas on terms and negation-free
conjunctions of terms. To the end of laying the foundatidnsuo study, we first consider the centralized case,
deriving the complexity of the decision problem and of q@aluation. We conclude by presenting an algorithm
that is efficient in data complexity and is based on hypergsapVe then move to the distributed case, and introduce
a logical model of a network of taxonomy-based sources. ©h satwork, a distributed version of the centralized
algorithm is then presented, based on a message passindigaraand its correctness is proved. We finally discuss
optimization issues, and relate our work to the literature.
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1 INTRODUCTION there is a sefV' of such sourcesV" = {Sy,...,S,},
all sharing the same set of objeai®; and related by
taxonomic relationships amongst concepts of different
This paper contributes to the proposal of a logic-basggyrces. These relationships are cafieitulationsand
framework for modeling Peer-to-Peer (P2P) networksim at bridging the inevitable naming, granularity and
Each peer joining a P2P network uses a set of mappiihtextual heterogeneities that may exist between the
rules, i.e. correspondences to a set of reachalQonomies of the sources (for some examples see [34]).
peers to both provide or import data. In the conteg,, example, the taxonomy of a pesy could be the
of a P2P network, let us introduce our frameworkgiowing: { Penguin < Animal, Pelican < Animal,
Consider an information sourcestructured as a tetradpgtrich < Animal, (Animal A FlyingObject) V
S = (T,=,0b),1), where T' is a set of terms= Penguin V Ostrich =< Bird }. The object base of
is a taxonomy over concepts expressed usihge.g. s, could be the following: { Ostrich(1), Bird(2),
(Animal A FlyingObject) V Penguin = Bird), Obj Animal(3), FlyingObject(3) }. S; could have an
is a set of objects and is the interpretation, that isgrticulation to a peerS; like { TLwykovivoss =

a function fromT to P(0bj), assigning an eXtenSionPenguin, ITe\exdross = Pelican }, an articulation
(i.e., a set of objects) to each term. Now assume that
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to a peerSs like { Animales A Alatoz < Birds }, objects. Then, our algorithms can be straightforwardly
and an articulation to two peerS,, S; of the form: applied for finding querying class instances based on all
{ (Fliegendes Tier,) V (Animal; A Volants) = relationships.

(Animal A FlyingQObject) }. In particular:

Network of sources of this kind are nowadays
commonplace. For instance, the objects may be
web pages, and a source may be a portal serving a
specific community endowed with a vocabulary used
for indexing web pages. The objects may be library
resources such as books, serials, or reports, and a o R .
source may be a library describing the content of polyn9m|alt|mecompIeX|tyW|th respect to the size
the resources according to a local vocabulary. The of Obj.

objects may be a category of commercial items, such. we present a (asynchronous messaging) distributed
as cars, and a source may be an e-commerce site query evaluation procedure, based on a functional

which sells the items. And so on. Articulations may  model of a peer; correctness and complexity of this
be drawn from language dictionaries, or may be the procedure are given;

result of cooperation agreements, such as in the case of

sources belonging to the same organization. In certain® We describe several optimization techniques that
cases, articulations can be constructed automaticatly, fo ¢an be used for improving the efficiency of query
instance using the data-driven method proposed in [32]. €valuation based on caching;

In this paper we address the problem of answering,
Boolean queries over a peer-to-peer (P2P) system of this
kind of sources.

The case of fully heterogeneous conceptual modelsSome parts of the work reported in this paper
makes uniform global access extremely challenginigave been already published. Namely, [34] presents
This is the case that we are interested in. Fromaafirst model of a network of articulated sources,
data modeling point of view several approaches faile [33] studies query evaluation on taxonomies
P2P systems have been proposed, including relatioriatluding only term-to-term subsumption relationships.
based approaches [5], XML-based approaches [23] dridally, [27] presents a procedure for evaluating
RDF-based [28]. In this paper we consider the fulljueries over centralized sources supporting term-to-
heterogeneous conceptual model approach (where eqiery subsumption relationships, as well as hardness
peer can have its own schema), with the only restrictibesults for extensions. With respect to [34, 33, 27],
that each conceptual model is represented as a taxondtig. paper improves the theoretical aspects for query
A taxonomy can range from a simple tree-structur@valuation over the centralized case. Additionally, it
hierarchy of terms, to the concept lattice derived kprovides distributed query evaluation algorithms for the
Formal Concept Analysis [21], or to the concept latticgase that term-to-query subsumption relationships are
of a Description Logics theory. considered along with their optimizations which are

As a specific example, in the context of Linked Opdpased on caching.

Data [26], consider peers each holding (i) an RDF The paper is structured as follows: Section 2
ontology [15], a set of taxonomic relationships betweéntroduces sources, presenting the centralized query
local classes, and (iii) a set of articulations betwe@valuation procedure. Networks of sources are
local classes and classes of the local RDF ontologgnsidered in Section 3, where our algorithm for query
and/or other RDF ontologies. Then, the instances of tBealuation on networks is presented, and Section 4
local classes are enriched by the instances of the lodisicusses optimization issues. Section 5 compares our
classes and the instances of the classes of other RBIFk with related work and Section 6 concludes the
ontologies, according to the particular relationshipgaper.

Consider for instance that the concepts of the peers

in the introductory example are classes of peer RDF FOUNDATIONS

ontologies and the articulations along with the local

taxonomies are relationships between these classesThis Section defines information sources and the query
this case, a semi-naive bottom-up evaluation algoritrewaluation problem. The algorithmic foundations of
can be applied to the RDF inference rules provided this problem are given and an efficient query evaluation
[25] in order to compute the closure of each local RDirethod is provided. These results will be applied later,
ontology. This way the local classes are filled with localpon studying networks of sources.

< we analyze the theoretical aspects of query
evaluation against a source, and an algorithm is
derived which extends a hypergraph-based method
for satisfiability of propositional Horn clauses. The
algorithm is conceptually very simple and has

we relate our work to the existing literature on peer-
to-peer systems.
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2.1 The Model When no ambiguity will arise, we will omit the

] ] ] ] subscript in the components of sources and eqlefieh
The basic notion of the model is that tdrminology: (Obj, I), for simplicity. Moreover, given a sourcé =

a ter_minologyT i_s a non-emp_ty set of terms. From &7, <, Obj, I) and an objecb € Obj, theindex of o in
terminology,queriescan be defined. S,inds(0), is given by the terms in whose interpretation
Definition 1 (Query): Thequery languagessociated © belongsj.e:

to a terminologyl’, L, is the language defined by the

following grammar, where is a term of7" : indg(0) ={t €T o€ I(t)}.
g u=d|qVd The interpretations that reflect the semantics of
d=t|tAd subsumption are as customary callesdels,defined
next.

An instance of; is called aquery,while an instance of  pefinition 6 (Models of a source): Given two

is called conjunctive querand adisjunctof g whenever jnterpretationd, I’ of the same terminology,
d occurs ing. |

) B /
Terms and conjunctive queries can be used o 1 is @ model of th/e taxonomy(7, <) if ¢ =< ¢
impliesI(q) C I(¢);

defining taxonomies.

Definiton 2 (Taxonomy): A taxonomy over a 2. Iissmallerthan’, I <I',if I(t) C I'(t) for each
terminology7 is a pair (7, <) where < is any set of termt € T';
pairs(q, d) wheregq is any query and is a conjunctive
query.

For example, ifl" = {al,a2,b1,b2,b3,cl} then a
taxonomy ovefl’ could be(T, <) where (using an infix Based on the notion of model, the answer to a query is
notation){ (b1 A b2) Vb3 < al Aa2, al Aa2 < c1}. finally defined.

If (q.¢') € <, we say that; is subsumed by’ and we pefinition 7 (Answer): Given a sourceS = (T, =<,

3. I'is amodelof a sourceS = (T, =X, Obj, I') ifitis
amodel of(T, <) andI’ < I. O

write g < ¢'. Obj, I) and a queryy € Lr, the answer of q in S,
Definition 3 (Interpretation): An interpretationfor ans(¢,S), is given byans(q,5) = {o € Obj | o €
a terminology? is a pair (Obj, I), where Obj is a /(¢) for all models/ of S}. O

ﬁnite, non-empty set of ObjeCtS ards a total function Since we are exc|usive|y interested in query
assigning a possibly empty set of objects to each termgifajuation, we can restrict ourselves to simpler

T,ie.l:T — P(Obj). U notions of sources and queries, which are equivalent to
Interpretations are used to define the semantics of {igse defined so far from the answer point of view. To
query language: begin with, we observe that a pdliy, ¢’) in a taxonomy

o ) ) is interpreted (in Definition 6 point 1) as an implication
Definiton 4 (Query extension): Given an ; _, ¢/ Now, by a simple truth table argument, it can be
interpretation I of a terminology 7' and a query easily verified that the propositional formula:

q € L7, theextension of g in l¢’, is defined as follows:
(C1V...VCy) = (L1 Ao Atp)
1. (gvad)f = ¢u d!
, P where eacl; is any propositional formula, is logically
2. (dnt) =d Nt equivalent to the formula:

3. tT = I(t). (1= t) A (CL = t2) A A (CL = ) AL A

. : . . . . (Cp =) AN (Cp = ta) Ao AN (Cr = tn),
Since-! is an extension of the interpretation functlorg n = ) A (Cn = ) (Cn = tm)

1, we will simplify notation and will writel(¢) in place
of ¢!. We can now define aimformation source(or
simply sourc@.

in that the two formulae have the same models. Based
on this equivalence, thsimplification of a taxonomy
(T, =) is defined as the taxonont¥’, <*), where:

Definition 5 (Information source): An information

source S is a 4-tuple S = (Ts,=g,0bjg,Is), =*={(C,t)|(C1V...VCp) 2 (L1 A...Nly), C €
where (Tg,<g) is a taxonomy and Objg,Is) is an {Cy,...,Cn}, t € {t1,...,tm}}.
interpretation fofl’s. O
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Correspondingly, the simplification of a sourSe= where
(T, =, 0bj, I) is defined to be the sourc¥ = (T, <%,
Obj, I). Itis not difficult to see that: Cs = {t'<ti,..itm|(t1 A Aty t) €X'}

Proposition 1: J is a model of a sourcé if and only 15 = {u ¢ [u€inds(o)}
if it is a model of 5*. O Qs = {«t}

The simplification of the taxonomy in the previous |t is easy to see that:
example is given by:
{1 ADB2) =° al, (b1 AD2) =<* a2, b3 =<° al
b3 =% a2, b3 =° a2, al Aa2 =% cl}.

Lemma 1: For all sourcesS = (T, =, 0bj,I), 0o €
" Objandt €T, o € ans(t, S) iff Ps is unsatisfiable.

Based on Lemma 1, the decision problem €

For simplicity, from now on< andS will stand for<s ans(t, S) is connected to directed B-hypergraphs, which
andS*®, respectively. are introduced next. We will mainly use definitions and

Finally, non-term queries can be replaced by terfSults from [20]. _ _
queries by inserting appropriate relationships into the directed hypergraptis a pairt = (V,&), where
taxonomy. Specifically: V = {v1,ve,...,v,} IS the set of vertexes anfl =
{E1,Es,...,E,} is the set of directed hyperedges,
Proposition 2:  For all sources’ = (7', %, Obj,I) and  where E; = (r(E;), x(E;)) with 7(E;), x(E;) C V
non-term querieg € Lr, lett, beanytermnotif"and for 1 < i < m. 7(E;) is said to be thetail of

moreover E;, while x(FE;) is said to be thehead of E;. A
directed B-hypergrapkor simplyB-graph is a directed
TT = TU{t,} hypergraph, where the head of each hyperedie

< = U{BL A Atmyty) B AL A denoted a&(FE;), is a single vertex.

A taxonomy can naturally be represented as a B-graph
whose hyperedges represent one-to-one the subsumption
relationships of the transitive reduction of the taxonomy.
In particular, thetaxonomy B-grapfiof a taxonomy(7,
'g;)gnj,;z;w(q,S) = ans(ty, 5%) whereS? = (Tq’jé <) is the B-graptH = (T, £<), where

75 .

tm is a disjunct ofy }
11 = TU{(tg,0)}.

In practice, the terminology7? includes one Ex={{t, - tmb ) [ (LA At u) €75

additional ternt,, which has an empty interpretation an
subsumes each query disjungctA ... A t,,,. The size of
S7is clearly polynomial in the size & andg.

For example, assume that the query= (t1 A ... A
tr)V ((1 A ... At7,) is posed to a sourcE. If the
relation=< of S is extended by A ... At], =< t, and Py =(s=uv1,E; v, Eiy, ..., Ei vgi1 = 1),

AL A2, =ty wheret, is a new term then the !
answer ofy w.r.t. S'is the same as the answertpfin the where:s € 7(E;,), h(E;,) = t andh(E;;_,) = v; €
new source. T(E;;) for 2 < j < ¢. If Py exists,t is said to be

In light of the last Proposition, the problem of quergonnectedo s. If ¢ € 7(E;, ), Py, is said to be aycle if
evaluation amounts to determineus(t, S) for given all hyperedgesii,; are distinct,Ps; is said to besimple.
term¢ and sourceS, while the corresponding decisiorA simple path islementaryf all its vertexes are distinct.
problem consists in checking whethee ans(t, .S), for A B-pathr; in a B-graph = (V, ) is a minimal
a given objecb. (with respect to deletion of vertexes and hyperedges)

hypergrapl. = (Vx,&x), such that:

%igure 1 left presents a taxonomy, whose B-graph is
shown in the same Figure right.

A path Py, of lengthq in a B-graph# = (V, &) is a
sequence of nodes and hyperedges

2.2 The Decision Problem 1.&C€&

Given a sourcé = (T, <, Obj, I),0 € Obj,andt € T, 2. {s,t} C Vx
the decision problema € ans(t,S) has an equivalent
formulation in propositional datalog. We define the
propositional datalog prograifs as follows:

3. x € V, andz # s imply thatz is connected ta in
‘H by means of a cycle-free simple path.

Vertexy is said to beB-connectedo vertexz if a B-path
Ps=CsUIsUQs Ty EXIStS INH.
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b2

/cvx'l\ /kv)vl\ T a3 b3 c3
A
b3 bl A b2 bl A b3 b‘l/cl

Figure 1: A taxonomy and its B-graph

B-graphs and satisfiability of propositional Horpropose a simpler method to perform query evaluation,
clauses are strictly related. The B-grapésociated to based on B-graphs. Our method relies on the following
a set of Horn clauses has 3 types of directed hyperedgesult, which is just a re-phrasing of Proposition 4:

to represent each clause: Corollary 1: For all sourcesS = (T,=, 0bj,I),

. the clause < g1 A g2 A ... A g, isrepresented byo € Obj and term queries € T, o € ans(t, 5)
the hyperedgé{qi, ¢z, - .., qs}, p); if and only if eithero € I(t) or there exists a

hyperedge({u1,...,u,},t) € &< such thato €

* theclause— q1 Ag2 A... Ags is represented by the\{ans(u;, S) |1 < i <r}. 0

hyperedgeia, ¢z, as}. false); This corollary simply “breaks down” Proposition 4
* the clausep « is represented by the hyperedgbased on the distance betweeandtrue in the object
({true},p). graphH,. If o € I(t), thent € inds(0), hence there
is a hyperedge (in fact, a simple arc) framue to ¢
in H,, which are 1 hyperedge distant from each other.
Proposition 3 ([20]): A set of propositional Horn If o ¢ I(t), then there are at least two hyperedges in
clauses is satisfiable if and only if in the associated Betweertrueandt. Let us assume thatis the one whose
graph falseis not B-connected ttrue. O head ist. Sincet is B-connected tdrue, each termu;
E@ the tail of 4 is B-connected tdrue. But this simply
means, again by Proposition 4, that ans(u;,S) for
all the termsu;, and so we have the forward direction of
the Corollary. The backward direction of the Corollary is
straightforward. Notice that, by point 3 in the definition
of B-path, ¢ is connected to each; by a cycle-free
& =& U U{({tTUE},U) |u € inds(o)}. simple path; this fact is used by the procedure i@
- order to correctly terminate in presence of loops in the
Figure 2 presents the object graph for the taxonortaxonomy B-grapli.
shown in Figure 1 and an objeetsuch thatinds (o) =
{c1,2,¢3}.
We can now prove:

The following result is well-known:

We now proceed to show the role played by
connection in query evaluation. For a soufte= (7', <
, Obj, I) and an objecb € Obj, the object decision
graph (simply theobject graph is the B-graphH, =
(T, &,), where

The procedure @, presented in Figure 3, computes
Proposition 4. For all sourcesS = (T, =, 0bj,I), ans(t,S) for a given term¢ (and an implicitly
termst € T, and object € Obj, o € ans(t,S) iff t given sourceS) by applying in a straightforward way
is B-connected térue in the object grapfi,. Corollary 1. To this end, © must be invoked as
0 QE(t, {t}). The second input parameter oE@ the set
of terms on theathfrom ¢ to the currently considered
termz. This set is used to guarantee thas connected
gyfo all terms considered in the recursion by a cycle-free
simple path. @ accumulates inR the result. The
correctness of @ can be established by just observing
that, for all object® € Obj, o is in the setR returned
by QEe(¢, {t}) if and only if o satisfies the two conditions
expressed by Corollary 1.
A typical approach for query evaluation is resolution, As an example, let us consider the sequence of
used also in peer-to-peer networks [3, 4, 2]. Here, walls made by the procedureeQin evaluating the

Proof of Proposition 4From Lemma 1¢ € ans(t,.S)
iff Pg is unsatisfiable iff (by Proposition 3false is
B-connected totrue in the associated B-graph.
construction,, is the B-graph associated &, where
t plays the role ofalse.

2.3 An Algorithm for Query Evaluation
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true
a3 b3 c3

N .

bl «——cl

Figure 2: An object graph

QE(x : term ; A : set of terms);

1. R+ I(x)

2. for eachhyperedg€{ui,...,u,},2)in H do

3. if{ur,...,ur}NA=0then R+ RU(QE(ui, AU{ui})N...N QE(ur, AU {u,}))
4. return (R)

Figure 3: The procedure Qe

Table 1: Evaluation of Qe(a2, {a2})

Call | Result
QE(a2,{a2}) | I(a2) U QE(b3, {a2,b3}) U (QE(b1, {a2,b1}) N QE(b2,{a2,b2}))
QE(b3,{a2,b3}) | 1(b3)
QE(b1,{a2,b1}) | I(b1) U QE(cl,{a2,bl,cl}) U QE(c2,{a2,bl,c2})
QE(b2,{a2,b2}) | 1(b2) U (QE(c2,{a2,b2,c2}) N QE(c3,{a2,b2,c3}))
QE(cl,{a2,b1,cl}) | I(cl)
QE(c2,{a2,b1,c2}) | I(c2) %
QE(e2,{a2,02,¢2}) | I(c2) U (QE(bL, {a2,b2,c2,b1}) N QE(D3, {a2,b2,2,b3}))
QE(e3,{a2,b2,¢3})) | I(e3)
QE(b1,{a2,b2,¢2,b1}) | I(b1) U QE(cl, {a2,b2,¢2,b1,cl}) *
QE(b3, {a2,b2,¢2,b3})) | 1(b3)
QE(cl, {a2,b2,c2,b1,c1}) | I(cl)
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query a2 in the example source of Figure 1, as showsubsumption relations, called articulations, which
in Table 1. The calls marked with a are those relate the source terminology to the terminologies of
in which the test in line 3 gives a negative resulather sources of the same kind.

Upon evaluating ®(c2,{a2,b1,¢2}) the procedure
realizes that the only incoming hyperedge df is

({b1,b3},c2), whose tail {b1,b3} has a non-empty
intersection with the current patfu2, b1, ¢2}; so the
hyperedge is ignored. In this case, the cy@le ¢2,b1)

is detected and properly handled. Analogously, An articulation relationship is not syntactically

upon evaluating ®(b1,{a2,b2,¢2,b1}), the cycle different from a subsumption relationship, except that its
(¢2,b1,¢2) is detected and properly handled. Also notideead may be a term of a different terminology than the
the difference between the callsE@2, {a2,b1,¢2}) one where the terms making up its tail come from.

and Qg(c2, {a2,b2, c2}). They both concern2, butin pefinition 9 (Articulated Source): An articulated
the former caser2 is encountered upon descendingoyrcesS overk > 0 disjoint terminologiesT, ..., T,
along the path(a2,b1,c2) whose next hyperedge iss a 5-tupleS = (T, <s, Obj, I's, Rs), where:

({b1, b3}, c2); following that hyperedge, would lead the _

computation back to the nod&, which has already been * (T's, =s, Obj, Is) is a source,

met, thus the result of the call is juBfc2). In the latter . . . B
case,2 is encountered upon descending along the path Rs 'j a set of articulationsfts = {jT&TE
(a2,b2,c2), thus the hyperedge leading td and b3 s ST}

must be followed, since none of the terms in its tail have Articulations are used to connect an articulated source

been touched upon so far. to other articulated sources, so creating a networked
From a complexity point of view, Qvisits all terms information system. An articulated souréewith an

that lie on cycle-free simple paths ending at the quegynpty stored interpretation,e. Is(t) = 0 for all

termt¢ in the taxonomy B-grap#. Now, itis not difficult ¢ € 7. is called amediatorin the literature.

to see that these paths may be exponentially many in the,. . . .

size of the taxon(?my. As aYn iIIustfation, let )L/JS cor):sid jefinition 10 (Network): A network of ariiculated

the taxonomy whose B-graph contains the hyperedges 8F"¢€S0' simply anetwork V" is a non-empty set of
Table 2. y grap yp g artt]culated sourced/ = {Si,...,S,}, where eachs;

is articulated over the terminologies of some of the other
sources inV and all terminologieq’s, , ..., Ts, of the

. _ __ sources in\V are disjoint. O
Let us assumeis the query term. It is easy to verify

that there ar@"~! cycle-free simple paths connecting Notice that the domain of the interpretation of an

Definition 8 (Articulation):  Given two terminologies
T and U, anarticulation from 7" to U, <y, is a non-
empty binary relation fron;; to 7', such thayy <y t
implies thatg is a conjunctive query. O

u1 tot, one for each sequence of the form articulated source is independent from the source, thus
the same for any articulated source. This is not necessary
(w1 frza fo ... Tt foo1 Tn hn t) for our model to work, just reflects a typical situation
wheref; can be eitheh; (in which caser; 1 isu;41) or of netwprked resources ;uch as URLs. Relaxing this
g; (in which caser; ;1 isv;y1) forl <i <mn—1. constrain would have no impact on the results reported

On the other hand, for each query terne @erforms N the present study. _ _
set-theoretic operations on sets of objects, which ifyjtial Since in a network: (a) there is no source acting at the
are interpretations of terms. Thus, we conclude thipPal level, (b) all sources store data, and (c) as we will

QE has polynomial time complexity w.r.t. the size 0f€®: data are exchanged via direct communication, each
Obj. source can be seen as, and will in fact be callegker,

and the network as peer-to-peerinformation system.
Articulations of the network peers will also be referred
asP2P mappings

In this Section we introduce networks of information AN intuitive way of interpreting a network is to view it

sources. The model is first outlined, and then que?y a single source which is distributed along the nodes of
evaluation is considered. ’ a'network, each node dealing with a specific vocabulary.

The global source can be logically constructed by
31 The Model removing the barr_lers which separatg local sources, as
if (virtually) collecting all the network information in a
In order to be a component of a networked informatiaingle repository. The notion ofetwork sourceaptures
system, a source is endowed with additiongiis interpretation of a network.

3 NETWORKS OF INFORMATION SOURCES
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Table 2: Example hyperedges

hlz({ul,vl},ug)
g1 : ({ur,v1},v2)

hQ Z({UQ,UQ},U3)
92+ ({uz,v2},vs)

hn—l
In—1

t({un—1,vn-1}un)  hat ({un, vntst)

t ({un—1,0n-1},vn)

Definition 11 (Network source): Thenetwork source and complexity of these algorithms are discussed in
Sy of a network of articulated sources\V Section 3.3, while Section 4 concludes by considering
{S1,...,8,}, is the source optimization issues.

Sn = (T, C, Obj, L), where:

° TN’ZIJZ:libﬁ
o Iy = U?:1 Is,
« C= (U}

=1
whereCg, is the total subsumptiorof the sourceS;,
given by the union of the subsumption relatigg, with
all articulations of the source, that is:

3.2.1 The Functional Model of a Peer

In order to illustrate our query evaluation procedure, we
now define a peer from a functional point of view. In this
respect, we see a peer as a software component uniquely
identified in the network by a peer ID. The interface of a
peer exposes just one method:

ES«;)*

* QUERY, which takes as input a network quergnd

evaluates it, returning the set of objeais: (¢, Sy).

Cs, ==s; U UR&,

The user (whether human or application program) is

and A* denotes the transitive closure of the binargupposed to use this method for the evaluation of
relationA. A network querys a query ovefy . 0 network queries. We assume thats expressed in the

It ¢ difficult t that = i flxi query language of the peer. As it will be argued in
IS not dimicult “to - see thatL IS TENexVe " q,a coyrse, this assumption can be relaxed without any
and transitive, and every non-trivial subsumpti

lationshio in it relat unci ) % pstantial change to our framework.

:ﬁ at|ons_ 'plm ' r;a esa CTonJlth e qujezy n an¥£ne %" addition to QUERY, a peer has methods for sending
€ lerminologies.s,, . .., 1, 0 & SINGIE term. ThUS, 1, receiving messages from other peers. We do not

Sy is indeed a source.

Such source emerges Mefter into the details of these methods: there are several

bottom-u_p manner from the articulations of the PE€IShtions, which do not make any difference from the point
This distinguishes peer-to-peer systems from federab iew of our model. Instead, we detail the types of

distributed database_s. . messages that can be exchanged between peers. These
A network queryy is a query in anyone of the query_. - be of one of the following 2 types:
languages supported by the network, that&s Lo, for

somei € [1,n]. As it will be evident, the method that
we will set up only requires minor modifications to be
able to evaluate also queries in the languégg, that is
gueries that mix terms from different terminologies. We

* Ask: by sending a message of this kind to a
peer P, the present peer askB to evaluate a
term query onP’s query language. The receiving
peer P processes 8k messages according to the

do not provide this facility because it does not seem to
make much sense in our vision.

The answer to a network quegy or network answer,
is given byans(q, Syr).

Figure 4 presents the taxonomy of a network source
Sy, where N consists of 3 peerd/ = {P,, Py, P.}.
As it can be verified, this is the same taxonomy as the
one shown in Figure 1, except that now some of its
subsumption relationships are elements of articulations.

3.2 Network Query Evaluation

This Section presents a network query evaluation

QE procedure (Figure 3), as we will see in detail
below. An Ask message has the following fields:

— PID: the id of the present peer, which is
sending the message;

— QID: the id of the query thalRID is sending
for evaluation;

— t: the query term 0QID;
— A: the set of already visited terms. These two
last parameters are those of the frocedure.

* TELL: by sending a message of this kind to a peer

procedure based on the method devised in the centralized P, the present peer returns 1@ the result of the

case. First, a functional model of each peer is introduced,

then the algorithms corresponding to the operations
on the interface of the peer are given.

evaluation of a term query which had previously
been Ask-ed by P. A TELL message has the

Correctness following fields:
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P, Py P.
N [
al b1 A b2 bl « cl
PN N
b3 b1l A b3 D 2
a2 a3
b2 « c2 A c3
J

-

Figure 4: A network taxonomy

— QID: the ID of the query whose result is beinRUERY(q : query);
returned: 1. t < MODIFY-TAXONOMY (q)

. . 2. ID < NEW-QUERY-ID
— RES:the set of objects resulting from they self: Ask(self ID, ¢, {t})

evaluation ofQID. 4. wait until ID is closedthen

. . 5. (PID,QID, t, n, R) < DELETE(ID)
We will denote the sending of a message of one of CLEANUP-TAXONOMY (2)

these two Kind% to the peerP as P: _m(field values) 7: return (R)
By decoupling the request of evaluation from the return
of the result, we aim at minimizing the number of Figure 5: The QUERY procedure
sessions open at any time between peers, thus removing
a serious obstacle towards scalability. ukRY does
not follow this paradigm since it involves only a locaB.2.2 QUERY
interaction. .

Each peer processes the incoming messa?fé,us assume that the input querposed to a peeS,
depending on their type and content. In order g diven by
carry out this work, the peer keeps(@uery) log, that q= \/Ci
is a set of objects, each associated to a query in wh
evaluation the peer is currently involved. A log obj
has the following attributes:

Ofere eachC; is a conjunctive query. As a first step,

e%UERY reduces; to a term query by generating a new
term¢ not in Ts and inserting a new hypered¢€;, ¢)

+ PID: the id of the peer who sent the query (can bato the local taxonomy B-graph (i.e. that corresponding

the local peer itself); to (Ts,Cs)), for each conjunctive query); in gq.
_ _ _ This work is carried out by the function ®bIFY-
* QID: the id of the query; TAXONOMY, which returns the newly generated term

« t the query term (we recall that we need to dekl A Néw query id fort is subsequently obtained by
only with term queries); QUERY, and an /K message is sent to the peer itself for

evaluating. As required by @, the set of already visited
» n: the number of open calls iIQID (see next terms consists just dfitself. At this point QIERY hangs
paragraph); on the log, until the log object associated to the quéesy
ckosed, that is the number of its open call is 0. Notice that
this object is created only after thesk message sent on
line 3 is processed, but this creates no problem, as all
QUERY has to do in the meantime is wait. When the log
object is finally closed, QERY retrieves it and deletes
it from the log, by using the function ELETE, which
— open, meaning that the sub-query is beingeturns the object itself. When the object is closed, its
evaluated, in which case the call is the sulstuery program, that is the value of the last field, equals
query id; or to ans(t,Sxr). This value is assigned to the variable
— closed, meaning the sub-query has beeft- On line 6, the subsumption relationships inserted
evaluated, in which case the call is th&Y MOD'FY'TAXON.ON.IY are removed by CEANUP-
resulting set of objects. TAXONOMY, andR is finally retur_ned.
As an example, let us consider the network shown
Since no two log objects can have the same query id, imeFigure 4, whose corresponding B-graph is shown in
will represent a log object as a 5-tupRID,QID,t,n,QP). Figure 6, and the query:2Aa3) on peerP,. When given

e QP: the query program representing the curre
status of evaluation aID. A query program is a
set of sub-programs{SPy, ..., SP;} where each
sub-progranP; is a set ofcalls. A call is a sub-
query ofQID, and can be:
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as input to QIERY, this query is passed on todbiFy- the function ERSISTIn order to create the log object
TAXONOMY, which adds the hypered@¢a2, a3},t) to representing the quer@ID, and to persist it in the
the taxonomy B-graph and returns the newly generated. Once the log object is successfully persisted,
termt. Let us assume thatl is the id of the new query. Ask must launch the evaluation of the generated sub-
QUERY then sends the messages¥{P,, ql, t, {¢t}) queries, which it does in the loop on lines 12-14. Until
to itself, and gets into the wait loop until the query i§) is empty, it dequeues the information for constructing

evaluated. an Ask message for each sub-query, and sends such
message to the peé#,. The value of the first message
3.2.3 Ask field is the peer identityself), as the invoking peer.

N ) ] ) At this point, it can be easily verified that the
For readability, we will describe 8k and TeLL as if 455 mption that all terms in the tail of a hyperedge are
they were m(_ethods whose parametgrs are the MEeSSAYS the same terminology, namely that of pé&r can
fields. Ask (Figure 7) uses the following variables: g rejaxed without any impact on the query evaluation
« n : counts how many sub-queries the input quepgocedure. I_n Ioglcal terms, this is the assum_pﬂon
QID generates: that the conjunctive queries on the left-hand side of
subsumption relationships are from the query language
* QP:is the initial query program o®ID; of one peer. We have made this assumption because it fits
P holding the inf tion t dt our vision of a network. But &K can easily work also
g 1S a queue ho 'T‘gd te n olrmabljo.n 0 sen r‘\(l&a/ith hyperedges whose tails have terms from different
Sk messages required to evaluqi; terminologies: all that is required is to store the id of
« C :is the query sub-program being currenti{h€ peer holding each term, rather than the id of the peer
computed. olding the whole hyperedge.
Let us resume our running example. Upon processing
After initialization, Ask performs (line 2) the same testhe message K,, ¢1, t, {t}), Ask finds that the
as (E, looking for a hyperedgé in the local B-graph hyperedgeh = ({a2,a3},t) passes the test on line
whose head is the given terhand whose tail is disjoint 2 and enters the loop on the tail bf For term a2,
form A. If no such hyperedge is found, themmemains 0, assuming the generated query |d]$ the record Pa,
the test on line 10 fails, and the result of the evaluatign, 2, {t,a2}) is enqueued irQ, while for term a3,
of the given term queryis just/(t) (as QE establishes), (generated id;3) it is enqueued the record(, ¢3, a3,
which Ask returns by sendlng aHLL message to the {ﬁ, aS}) As there are no more hyperedges ane- 2,

invoking peerPID (line 15). If instead a hyperedde a new log object is created to represent the quethe
is found, then the intersection of the evaluation of eagfitributes of this object are:

termu; in its tail should be added to the result, according B

to QE. In order to achieve the same behaviogkienters PID=F,
a loop in which it processes each termto the end of — QID=¢g1
constructing inC' the query sub-program associatedto _ + — ¢
First, a new query idD is generated (line 5) to denote n— 9

the sub-query on;; the newly generated id is then added
to C. On line 7, the number of open calls is increased by— QP = {{q2, ¢3}}.

one, and on line 8 the required information to evaluaggow two Ask messages are send :
the queryu; is enqueued iid). This information is:

_ ) _ 1. (P, q2, a2, {t,a2}),and
« the id of the peer, holding the terms in the tail

of the hyperedgé; we assume this information is 2. (P,, ¢3, a3, {t,a3}).
stored with the hyperedge just for convenience, the

peer can also store it separately; Let us see how the latter message is processed. Since
there are no incoming hyperedges into teud, n
» thelD of the sub-query; remains 0, and the processing of the message is
- the query termy; and ;t():;)l)u::ioega-by the sending of the messageLdg3,
* the set of the visited termd U {u;}, as in C&.
3.24 TELL

Each sub-program so generated is adde@R after
considering all relevant hyperedges (line 9). At thid/hen a peer receives aelL(QID,R) message (see
point, if the number of open calls is positive sk uses Figure 8),QID is an open call of some log object in

10
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Figure 6: A network taxonomy B-graph

Ask(PID,QID: ID; t : term; A : set of termg);

B
= oo

12.
13.
14.
15.

NGO A~WNE

n<+0; QP,Q <« 0
for each hyperedger = ({ua, ..., ur },t) such that{us,...,ur } N A = () do
C+0
for eachu; do
ID + NEW-QUERY-ID
C <+ Cu{ID}
n<n+1
ENQUEUE(Q, (Py, ID, ui, AU{u;}))
QP+ QPU {C}
if n > 0then
PERSIST(PID,QID,t,n,QP)
until @ # 0 do
(P~,ID,u,B) < DEQUEUHQ)
Py : Ask(self, ID,u, B)
elsePID:TELL(QID,(t))

Figure 7: The procedure to process Ak messages

11
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the peer’s log, in the program of some term (sub)query In our example, the messageeli(¢3, I(a3)) is
with id QID;. Then, as a first action, the peer retrievagceived by peerP,. The function DELETEL returns
this object by using the BLETEL function, which takes the log object £., ¢1, ¢, 2, {{¢2,43}}), the only one
as inputQID, returns the object andeletesit form that has the open cal}3. CLOSE produces the new
the log. Notice that there is exactly one object havirguery program{{¢2, I(a3)}}, and sincen is not 1, the
QID as open call, since #k generates a new id for eacHollowing modified log object is persisted:

sub-query it identifies, as we have already seen. After
retrieving the log object, ELL uses COSE to modify

the query prograr@®Pin it, by closing the open ca@ID:

this means to replad®ID by R, obtaining a new query ~ 1he example is completed in appendix.
programQP;. On line 3, the number of open calls of

the log object is tested: if it is 1, then the just closed 3  Correctness and Complexity

(Pa, g1, ,1,{{q2, I(a3)}}).

call was the last one to be open in qu&iD;; in this
case, the result @ID; is computed in5 by COMPUTE-
ANSWER. For a given program:
QP ={SPy,...,SPn,}
where each sub-prografif’; is given by a collection of
object sets:
R 3
J

m

SP; = {Rl,...,
COMPUTE-ANSWERTeturns:

m My

s-UNm

j=1i=1

S U I(t) is exactly what the @ procedure computes.
If ¢ is not in the terminology of the pe€t & Ti.f)
then it follows thatQID; is the id of the original query
q. Thus,I(t) = ) andS = ans(t, Sy). Therefore, the
object PID, QIDq, ¢,0,5) is persisted in the log (line
5), indicating to QUERY(q) (Figure 5) that the evaluation

of the queryq has finished. Otherwise, the so obtained

result S U I(t) is TELL-ed to the peeID which,
according to the log object, was the one tsKAthe

As it has been argued, the combined action of the
procedures processing Sk and TELL messages is
equivalent to the behavior of the procedure.@o see
why in more detail, it suffices to consider the following
facts:

1. An Ask message is generated for each recursive
call performed by @ and vice-versa, that is
whenever @ would perform a recursive call, an
Ask message is generated. This is guaranteed by
the fact that the test on line 2 ofsk is the same as
the test on line 3 of @ Therefore, the number of
AsSK messages is the same as the number of terms
that can be found on a B-path from

. For each Ak message, at most one log object is
generated and persisted.

. For each Ak message, a ALL message results,
and no more. This can be observed by considering
that, for each processedsk message, there can be
two cases:

evaluation ofQID;. Notice that this may fire another
TELL message, in casglD; is the last open call of some
other query. If the test on line 3 fails, then there are still

open calls in the log object, which is therefore persisted

back by FERsISTON line 6, after decreasing the number
of open calls in it and replacing the query progr@mby
the updated on@P; .

TELL(QID: ID; R : set of objects;
1. (PID,QIDy,t, n, QP) < DELETEL(QID)

2. QP;+ CLOSEQP,QID, R)

3. if n=1then

4. S <~ COMPUTE-ANSWER(QP,)

5 if t & Tsery then PERSIST(PID, QIDy, ¢, 0, S)
6 elsePID:TELL(QIDy, S U I(t))

7. elsePeERsSIST(PID, QID1, t,n — 1, QPy)

Figure 8: The procedure to process ELL messages

12

(@) no hyperedge is found that passes the test
on line 2 of Ask: in this case, no
subsequent 8K message is generated, and a
TELL message is generated;

(b) at least one hyperedge passes the test: in this
case a number of sub-queries is generated
and registered in the query program of the
log object. Each such sub-query is evaluated
by issuing an Ak message with a larger
set of visited terms. Since the B-graph is
finite, eventually each sub-query will lead to a
term falling in the previous case (this is how
QE terminates). When all sub-queries of a
given term queryt are closed, the number
of open calls oft goes down to 0, and
TELL issues anotherdLL message oh This

will propagate closure up, until all open calls
are closed.
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4. Finally, the

gueries as @ does on the results of its recursive
calls.

As a consequence of these facts we have the

M®MPUTE-ANSWER  procedure for the more general policy that is described in Section
performs the same operation on the result of sub-2.

4.2 Caching Answers of Local Terms and

Pushing Answers of Articulation Tails

correctness of the network query evaluation proced”ﬁ?’complementary scenario. best suited for a P2P

and also its efficiency. In fact, the total number
messages generated is twice the number of terms vis

‘gystem that offers recommendation services in push-
@%Qe manner, is to assume that each ped&nows also

by Qe, and the number of log objects is no larger thafje articulations; A. . . A¢, < u from other peers’ to S

that.

4  OPTIMIZATION ISSUES

(calledforeign articulation3. In this case, if all the terms
ti,..
(L1 Ao Atryans(ty A ... ALy, Syr)) to be stored in the

., t, are cached i, thenS can send t&’ the pair

_ cache ofS’. This can be done because from Definition 4
So far, we have focused on correctness. In this Sectipfh|lows that

we discuss optimization. A strong point of our model is

that the adoption of caches could significantly speed WRs(t1 A ... At Sy) = ﬂ{ans(ti, Sy)|1<i<r}

the evaluation of queries, by reducing both the latency

time and the network throughput. This is because the sefrne cache is exploited by the modifiedsprocedure

of queries that a peer can send to its articulated peergag ), shown in Figure 9. The modified with caching
bounded in size and can be pre-determined: it comprisgs | procedure (ELL.) is shown in Figure 10. The
all “foreign” queries of the peer.e. queries that appearmqgifications are indicated by bold line numbers and are

as left-hand sides in the peer’s articulations.

described in a semi-formal way, in order to abstract from

The subsequent subsections present three cachipflevant details.

policies, namely:
 caching answers of local terms,

 caching answers of local terms and pushing answers
of articulation tails, and

» caching answers of articulation heads.

4.1 Caching Answers of Local Terms

According to this caching policy, each pe8rcaches
pairs of the form(¢, ans(t, Sx)), wheret is a term
in the peer’s terminology’s. If there are no memory
limitations for caches, then after a while each peer
will have cached its whole terminology, and query
evaluation reduces to locally calculating the extension of
the query by union-ing and intersecting the extensions
of the peer’s terms. In other words, any peer will be
able to evaluate network queries over its own taxonomy
without sending any message to the netwbilkis is of
course the idealistic case. In general, only some terms
(possibly none) will be cached in each peer. Under these
circumstances, when a pegreceives an Ak message
for a term queryt, the Ask procedure checks which
of the answers for the term (sub)queries needed for the
evaluation ot are in the cache, and issuesiAmessages
only for evaluating the remaining terms.

The modified query evaluation algorithms for

The cache of a pe&t consists of two kinds of pairs:

(t', ans(t', Snr)) wheret’ is a term in the peer’s
terminologyT’s. Pairs of this kind are inserted into
the cache by the ALL.(QID,t, R) proceduré,
when the peeS is TELL-ed the answeR for a term
queryt’, initiated by an Ak message of type

Ask(PID, QID, ', {u,t'})

wherew is a new term created by UERY(q) to
represent the original (complex) queyy posed to
peerS. This means that the termi appears ing
and is not evaluated in the context of the evaluation
of a more general term. For example, this is the
case of the Ak messages presented at the end of
Section 3.2.3:

1. (P., ¢2, a2, {t,a2}), and
2. (P,, g3, a3, {t,a3}).

In this way, based on the correctness of theery
procedure (Section 3.3), it is guaranteed tRat
ans(t', Syr), i.e. the received answeR is the full
answer fort’ and not a subset of it, reduced due to
cycles in the taxonomyTxr, <xr). Thus, the pair
(t', R) can be safely cached.

supporting this caching policy are parts of the algorithms

1 Apart those required for re-evaluating queries when ugdateur.

13

2Note that ELL.(QID,t’, R) takes an extra argumetit, which is
the term query corresponding to queryGd D.
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Ask.(PID,QID: ID; ¢ : term; A : set of termg);

1. iftis cachedhenPID:TELL.(QID,t, ans(t, Sx7))

2. elseif|A| = 2 then addt into TO-BE-CACHEDIog /¢ is a term of the original query
n<+0; QP,Q,S + 0
4 for each hyperedgeh = ({u1, ..., u, }, ¢) such that{u,...,u,} N A=0do
5. if P, # self andui A ... Awu,is cachedhen C <+ {ans(ui A ... Aur, Sx)}
6. elseC + 0
7
8

w

for eachu; do
if P, = self andu, is cachedhen

9. C «+ C U {ans(ui, Sn)}
10. else
11. ID <~ NEW-QUERY-ID
12. C+ CuU{ID}
13. n+<n+1
14. ENQUEUE(Q, (P, ID, u;, AU {u;}))
15. QP+~ QPU {C}
16. if n > 0then
17. PERSIST(PID,QID,t,n,QP)
18. until Q # 0
19. (P,ID,u,B) + DEQUEUHQ)
20. Pi:AsK(self, ID,u, B)
21. else ifQP+# () then S < COMPUTE-ANSWER(QP)
22. PID:TELL.(QID, t, S U I(t))

Figure 9: The procedure to process Ak messages with cache

TELL.(QID: ID; ' : term; R : set of objects;
if ' in TO-BE-CACHEDIlog then// t' is a term of the original query

deletet’ from TO-BE-CACHEDIog

CACHE(t', R)

for eachforeign articulatiort; A ... A ¢, < u from another pee§ to sel f do

if ' € {t1,..., ¢t} and all¢4, ..., t, are cachedthen
forward toS the pair(t1 A ... Atr, ans(t1 A ... Atr, Snr) for caching

(PID, QIDy, ¢, n, QP) + DELETEL(QID)
QP+ CLOSE(QP, QID, R)
if n = 1then

S < COMPUTE-ANSWER(QP1)

if t € Tsery then PERSIST(PID, QIDy, ¢, 0, S)
12. elsePID:TELL.(QIDy, ¢, S U I(t))
13. elsePeRsIST(PID, QID1, t, n — 1, QPy)

o
POOONOORAWNE

Figure 10: The procedure to process ELL messages with cache

14
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o (taA...Atp, ans(t1 A.. . At., Snr)) Wherety A... A evaluation path of: is eliminated due to cycles in the
t. = wis an articulation fronS to &', i.e.u € Ts taxonomy(Txr, <xr) or (ii) ans(u, Syr) is immediately
andtq,...,t,. € Ts,. Each such pair is forwardedretrieved from the cache.
to S by the TELL. procedure executed at the peer For this reason PErsISTPID,QID,t,n,QP) and
&', upon realizing that all the terms involved in th@eLL.(QID,t', R) should be extended with an extra
left-hand side of the articulation are stored in thiéeld flag that takes the valuebul | or parti al .
local (toS’) cache. In particular, this check is mad@ (query) log object RPID,QID,t, n, QP, flag), where
immediately after a paift’, ans(t’, Syr)) is added flag =f ul | , of a peesS indicates that (i) for altlosed
in the cache of’, wheret’ € {t1, ..., t,} (see lines term sub-queries ap P, full answers have been received
3-6 of TELL,). and (ii) all hyperedge${uy, ..., u, }, t) of the taxonomy
]B-graph of S have passed the test of line 4 ofSR..

%%t this is not the caseflag =partial. A message

SI'ELLC(QID,t',R, flag), where flag =full,

indicates thatR = ans(t’, Sxr), whereas a message

« If the answer to the term quetyAsk-ed by peer TELL.(QID,t, R, flag), where flag =partial,
PIDisinthe cache, then the answer isimmediateljdicates thatz C ans(t’, Sy). Thus, based on the
TELL-ed to peetPID. Otherwise, iffA| = 2 then flag information, the ELL. procedure executed at a
t is added in thero-BE-CACHED log (¢ is a term peer will always be able to know if the computed answer
of the original query;). The To-BE-CACHED log S U I(t) for a term sub-query requested by ped?/D
is checked by ELL.(QID,t R). If t'is found is a full or partial answer. In the case of a full answer
in the To-BE-CACHED log then(#’, R) is added to and if ¢ is the head of an articulation hyperedge then

the local cache through tiacHE(t’, R) command (t,S U I(t)) is cached. We want to note that the latter
(line 3 of TELL,.). condition is not a strong condition and is needed only

) ] ) in order to reduce the cache size, while taking the most
* Before processing the tail of a hyperedgevhich 54yantage of caching.

passes the test on line 4, a test is performed, torhe extended Ak, procedure (&KS*') and the
ascertain whether the query corresponding to thgtended ELL. procedure (ELL®) are given in
tail, given byu; A ... A u,, is in the cache (this Figyres 11 and 12, respectively. The modifications are
testis needed only iy, # self, i.e.h corresponds jpgicated by bold line numbers. Note thakTLc** calls
to an articulation hyperedge). If yes, the only actiofpe procedure B8CHE&FORWARD (Figure 13), when
taken is the insertion afns(u1 A ... Au,, Sy) into g pair (t, ans(t, Sx')) is going to be stored in the
the query sub-progra@P being built (line 15). If cache.  Additionally, ELLS** uses the function
the query is not in the cache, then for eachit ,,.;,(f14g, flag’) (lnes 8, 11), which returns the
is checked if its answer is in the cache (this teglinimum of the flag valueglag, flag', based on the
is needed only ifP, = self). If not, then the grgeringpartial < ful | . This guarantees that the
execution proceeds normally. flag value of the ELL** message in line 8 and the log

« If all sub-queries are cached, then when all relevaffpiect in line 11 is correct.
hyperedges have been processed (linell&zero _ _ _
but QP is not empty. In this case the test on line 24.3 Caching Answers of Articulation Heads

'S passed, and the resultQID is computed in as dThe previous algorithms will cache the most frequently

if closingQPin a TELL. S is subsequently returne 4 . .
along W?'[l?](t). If QPis empty, theqn no ksllyperedgeused terms, taking full advantage of caching with no

has been found an§l — 0. So. the result returnedextra cost for computing cached answers. However,
to the user is simply (1) B caches may get filled very quickly. Below we investigate

the case that we cache only the heads of articulation
We would like to note that our algorithms can furthemyperedges, as the cached answer of these terms is the

be extended such thateTL,. caches the answéfU 7(¢) most beneficial for speeding-up query answering. For

for term sub-querieg before TELL-ing them to the instance, in the example of Figure 6, we want to cache

requesting peePID (line 12 of TELL.), as long as it only a; on PeerP,, b, andb, on PeerP,, andc, on Peer

is certain thatS U I(t) = ans(t, Sy). This is the case P..

if (i) for each termu of a peerS’ encountered during For this alternative caching case, a top algorithm can

the evaluation oft (including ¢ itself), all hyperedges be easily designed such that whenever a peer receives

({uq,...,u, },u) of the taxonomy B-graph ¥’ pass the an external query;, it finds the local terms that are

test of line 4 of Ask,, or (ii) u is cached. Thus, (i) noheads of articulation hyperedges and are needed for the

Below are the main differences
Ask.(PID,QID,t, A) with respect to the cache-les
ASK:
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AsSKE™'(PID,QID: ID; ¢ : term; A : set of termg);
1. iftis cachedhen PID:TELLE™Y(QID, ¢, ans(t, Sx), ful 1)
2. elseif|A| = 2 then addt into TO-BE-CACHEDIog // ¢ is a term of the original query

3. n+0; QP,Q, S <+ 0; flag =f ul |
4 for eachhyperedgeh = ({us, ..., ur},t) do
5. if {u1,...,ur} N A=0then
6. if P, # self andui A ... Au,is cachedhen C «+ {ans(u1 A ... Aur, Sx)}
7 elseC «+ 0
8. for eachu; do
9. if P, = self andu; is cachedhen
10. C «+ CU{ans(ui, Sn)}
11. else
12. ID <~ NEW-QUERY-ID
13. C+ CuU{ID}
14. n<n-+1
15. ENQUEUE(Q, (Pr, ID, u;, AU {ul}))
16. QP+~ QPU {C}
17. elseflag =parti al
18. if n > 0then
19. PeERsSIST(PID, QID, t, n, QP, flag)
20. until Q # 0
21. (Pr,ID,u,B) + DEQUEUHQ)
22. P ASKE ! (self, ID, u, B)
23. else ifQP=£ () then S +— COMPUTE-ANSWER(QP)
24, PID:TELLE*Y(QID, t, S U I(t), flag)

Figure 11: The extended procedure to process $k messages with cache

TELLE®Y(QID: ID; ¢’ : term; R : set of objects flag’ : {ful | ,parti al });

1. if ¢ in To-BE-CACHEDIog then// ¢’ is a term of the original query

2. CACHE&FORWARD(t', R)

3. (PID, QIDy, t, n, QP, flag) + DELETEL(QID)

4. QP+ CLOSEQP,QID, R)

5. ifn=1then

6. S + COMPUTE-ANSWER(QP;)

7. if t & Tserr then PERSISTPID, QID4, ¢, 0,5, ful )

8. elsePID:TELLE™(QIDy, t, S U I(t), min(flag, flag'))

9. if min(flag, flag")=f ul | andt is the head of an articulation hyperedpen
10. CACHE&FORWARD(t,S U I(t))
11. elsePeRsSISTPID, QID1, t, n — 1, QPy, min(flag, flag"))

Figure 12: The extended procedure to processHLL messages with cache

CACHE&FORWARD(t : term; R : set of objects;
/I It stores the paift, R) in the local cache and checks if related (foreign articalgti

query-answer pairs can be forwarded to other peers for wgchi

CACHE(, R)

if ¢in TO-BE-CACHEDog then deletet from TO-BE-CACHED

for eachforeign articulationt; A ... At < u from another pees to sel f do

if t € {t1,...,t,} and all¢y, ..., t, are cachethen
forward toS the pair(ty A ... Ay, ans(t1 A ... Atr, Snr) for caching

arwdE

Figure 13: The procedure CACHE &F ORWARD
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Ask(PID,QID: ID; t : term; A : set of termg;
1. if tis cachedhen PID:TELL(QID, ¢, ans(t, Sxr))
2. elsen+0; QP,Q, S+ 0

3. for each hyperedgeh = ({u1, ..., ur}, t) such that {u1,...,ur} N A =0 do
4 C+ 10
5. for eachu; do
6. if u; is cachedhen
7 C <+ CU{ans(ui, Sn)}
8 else
9. ID <~ NEW-QUERY-ID
10. C + CU{ID}
11. n<—n+1
12. ENQUEUE(Q, (P, ID, ui, AU {u;}))
13. QP+ QPU {C}
14. if n > 0then
15. PERSIST(PID,QID,t,n,QP)
16. until Q # 0
17. (Pr,ID,u,B) + DEQUEUHQ)
18. Pr:Ask®(self, ID, u, B)
19. else ifQP=£ () then S +— COMPUTE-ANSWER(QP)
20. PID:TELL(QID, S U I(t))

Figure 14: An alternative procedure to process AK messages with cache

evaluation of the query. Then, for each such terifi ¢ terms, or keep in cache only some parts of the answers,
is not cached, it calls the @ERY(t) procedure (Figure for instance “popular” objects according to some
5) and it cacheg along with the received answet, external information collected for this purpose (object-
as it is certain thaR = ans(t, Sy). This will fill the ranking techniques similar to page-ranking techniques
needed caches. The answer of the original query is tfenthe Web could be employed to this end).

computed locally. Note that GERY(t), in this case,

should call Ask®!* (Figure 14) which is a simplified 5 RELATED WORK

version of Ask.. that issues Ak%* and TELL messages.

Though this approach has the extra cost of requiring fyl this paper we studied the problem of evaluating
answers for terms that do not belong to the original quefiyntent-based retrieval queries in an entirely pure P2P
g, it is the most beneficial with respect to the trade-offrchitecture (without any form of structuring), where
cache size versus speed. each peer can have its own conceptual model expressed
Of course, another alternative is if the abovgs ataxonomy.

mentioned top algorithm asks for the answers of foreignNote that the peers of our model are quite autonomous
terms¢ (through QUERY(?)) that appear in the bodyin the sense that they do not have to share or publish their
of articulation hyperedges, instead of asking for thgored objects, taxonomies or mappings with the rest of
answers of (local) termsthat are heads of articulationthe peers (neither to one central server, nor to the on-

hyperedges. line peers). To participate in the network, a peer just has
to answer the incoming queries by using its local base,
4.4  Synopsis and to propagate queries to those peers that according

to its “knowledge” (i.e. taxonomy + articulations) may

Above we described three caching policies. Overadlpntribute to the evaluation of the query. However both
four query evaluation modes can be supported by afrthe above tasks are optional and at the “will” of the
model. The three caching policies result in faster quepger.
evaluation, but possibly not very updated results, sinceThere have been several works on P2P systems
taxonomies, interpretations and articulations changsmdowed with logic-based models of the peers’
The mode without cache results in fresher results bnformation bases and of the mappings relating them
with a slower query evaluation. (calledP2P mappings These works can be classified in

In case there are memory limitations for cachefsyo broad categories: (1) those assuming propositional
various update policies could be employedg. keep or Horn clauses as representation language or as a
in cache only the answers of the most frequently usedmputational framework, and (2) those based on more
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powerful formalisms.  With respect to the formethe union of the schemas of the peers, and over the
category €.g, see [3, 4, 2]), our work makes arschema of a single peer, respectively Note that
important contribution, by providing a much simplethis representation framework partially subsumes our
algorithm for performing query answering than thoseetwork source framework, since in our casg, cqe
based on resolution. Indeed, we do rely on the theage of arity 1,cq; is a conjunctive query of the form

of propositional Horn clauses, but only for proving, (z)A... Au, () over the terminology of a single péer
the correctness of our algorithm. For implementirgndcg, is a single atom quers(x) over the terminology
query evaluation, we devise an algorithm that avoid$ the peer that the mapping (articulation) belongs to.
the (unnecessary) algorithmic complications that plaghewever, simple P2P systems cannot express the local
the methods based on resolution. As an example,a peerS taxonomy=<gs of our framework. Query
after appropriate transformations our framework can baswering in simple P2P systems according to the first-
seen as a special case of that in [4]. Then, quesder logic (FOL) semantics is in general undecidable.
evaluation can be performed by first computing the prinfderefore, the authors adopt a new semantics based
implicates of the negation of each term in the queryn epistemic logic in order to get decidability for
using the resolution-based algorithms presented in [dlery answering. Notably, the FOL semantics and
As the complexity of this problem is exponential w.répistemic logic semantics for our framework coincide.
the size of the taxonomy and polynomial w.r.t. thkn particular, in [8], a centralized bottom-up algorithm is
size of Obj, there is no computational gain in usingresented which essentially constructs a finite database
this approach. Instead, there is an algorithmic losS8DB which constitutes a “representative” of all the
since the method is much more complicated than ouepistemic models of the P2P system. The answers
Additionally, for each (sub)query posed to a peer, its a conjunctive query; are the answers of w.r.t.
prime implicates are returned back to the peer one by aR® B. However, though this algorithm has polynomial
(though asynchronous messaging). In our case its anstirae complexity, it is centralized. In contrast, we
is returned back to the peer that posed the query (agesent distributed algorithms based on asynchronous
through asynchronous messaging) in single messagemessaging.

As for the second category above, works in this areaThe work in [10] extends the work in [8] where
have focused on providing highly expressive knowledgee same framework and epistemic semantics are
representation languages in order to capture at once ¢basidered. A top-down distributed query answering
widest range of applications. Notably, [10] proposeggorithm is presented which is based on synchronous
a model allowing, among other things, for existentishessaging. Essentially, the algorithm returns to the
quantification both in the bodies and in the heads péer where the (sub)query is posed, a datalog program
the mapping rules. Inevitably, such languages posentaining the full extensions of the relevantto the query,
computational problems: deciding membership of geer source predicates. The returned to the user datalog
tuple in the answer of a query is undecidable in thgogram is used for providing the answers to the user
framework proposed by [10], while disjunction in theuery. Though the algorithm for a user query and a term
rules’ heads makes the same problem coNP-hard alreadigquery visits the corresponding peer just once, it is
for datalog with unary predicaté€. terms) [27]. These based on synchronous messaging with all the subsequent
problems are circumvented by changing the semantifidays. Note that our algorithm is based on asynchronous
of a P2P network, in particular by adopting an epistemigessaging.
reading of mappings. As a result, the inferential relation The framework in [30], extends our framework by
of the resulting logic is weakened up to the point qfonsidering (i) n-ary (instead of unary) predicates
making the above mentioned decision problem solvalgles. P2P mappings are general datalog rules) and (ii)
in polynomial time. a set of domain relations (also suggested in [31, 29]),

Below, we review in more detail several works dealing]apping the objects of one peer to the objects of
with the problem of answering (union of) conjunctivenother peer. A distributed query answering algorithm
queries posed to a peer in logic-based P2P framework§ presented based on synchronous messaging. However,

In [8], a query answering algorithm for simple P2khe algorithm will perform poorly in our restricted

systems is presented where each pges associated framework, since when a peer receives a (sub)query, it
with a local database, an (exported) peer schema, and

a set of local mapping rules from the schema of tB@lote that P2P mapping rules of this kind can accommodate®ath
local database to the peer schema. P2P mappiﬁ@d LAV-style mappings, and are referred in the literatlgesa AV

mappings.
rules are of the formeq, ~ cga, where cqy, cgo 4 Recall that this restriction can be easily relaxed.

are Clonjl-.mCtive. que.ries (?f the. same arity > 1 5|y our framework, domain relations correspond to the idgnti
(possibly involving existential variables), expressedrov relation.
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iterates through the relevant P2P mappings and for eachcomputation until fixpoint is required. In particular,
one of them, sends a (sub)query to the appropriate pfereach term (sub)query issued to a peer through A
(waiting for its answer), until fixpoint is reached. In ouonly one answer is returned througEL(L.
case, when a peer receives a (sub)query, each relevaiihe authors in [29] introduce a model of a peer
P2P mapping is considered just once and no iteratidatabase management system (PDMS) which uses a
until fixpoint is required. Additionally, asynchronousnapping that combines schema-level and data-level
messaging is supported. mappings. They call this new type of mappiibg

A P2P framework similar to [8] is presented in [24]level mapping The authors verbally describe a query
where query answering according to FOL semantiesaluation procedure for the PDMS that uses the bi-
is investigated. Since in general, query answeringlevel mappings but not specific algorithms are provided.
undecidable, the authors present a centralized algoritAeiditionally, the presence of cycles is not addressed. In
(employed in the Piazza system [22]), which howeveur case, we consider P2P taxonomy-based sources and
is complete (the algorithm is always sound), only fatistributed algorithms are provided which work even in
the case that polynomial time complexity in querthe presence of cycles.
answering can be achieved. This includes the conditionn [9], extending [10], an epistemic semantics
that inclusion P2P mappings are acyclic. Howevdras been proposed in order to deal with possible
such a condition severely restricts the modularity @fconsistencies in P2P Data Inference Systems
the system. Note that our algorithm is sound arfdrmalized in a first order multi-modal language.
complete even in the case that there are cycles in the térhe authors consider the case of local inconsistency, as
dependency path and it always terminates. Thus, aull as global inconsistency. Mappings are formalized
framework allows placing articulations between peeirs such a way that they cannot be used to propagate
without further checks. This is quite important, becauggormation from some locally inconsistent theory.
the actual interconnections are not under the controlMbreover mappings can only be used to propagate
any actor in the system. information to a peer, as far as they do not contradict

In [19, 18], the authors consider a framework whesgther local information or other non-local information
each peer is associated with a relational database, #rat may be deduced on that peer. The authors
P2P mapping rules contain conjunctive queries in bgthesent distributed algorithms, based on synchronous
the head and the body of the rule (possibly witmessaging, which extend these of [10] in such a way
existential variables), each expressed over the alphabet they can handle conflicts. Comments similar to
of a single peer. Again the semantics of the systemtigse that compare our algorithm with [10] apply here.
defined based on epistemic logic [17]. In these papers, & he authors in [7] address the problem of P2P query
peer database update algorithm is provided allowing fanswering over distributed propositional information
subsequent peer queries to be answered locally witheatirces that may be mutually inconsistent. They assume
fetching data from other nodes at query time. Thbe existence of a priority ordering over the peers to
algorithm (which is based on asynchronous messaginggcriminate between peers with conflicting information.
starts at the peer which sends queries to all neighdris ordering may reflect an individual’s level of trust in
peers according to the involved mapping rules. Wheam information source. They provide for their framework
a peer receives a query, the query is processed locallgistributed entailment relation related to argumentatio
by the peer itself using its own data. This first answéameworks. Decentralized algorithms for computing
is immediately replied back to the node which issuethswers YES, NO, UNKNOWN to arbitrary CNF
the query and sub-queries are propagated similarlydoeries according to distributed entailment are presented
all neighbor peers. When a peer receives an answing algorithms, which are based on the algorithms of [4]
(i) it stores the answer locally, (ii) it materializes thare very complicated and dedicated to the inconsistencies
view represented in the head on the involved mappititat may arise. In our case, we proposed much more
rule, and (ii) it propagates the result to the peer thsimpler algorithms for P2P taxonomy-based information
issued the (sub)query. Answer propagation stops whsnurces, where the answer to a query is a set of objects.
no new answer tuples are coming to the peer through anyrhe work in [11] investigates the data exchange
dependency path, that is until fixpoint is reached. In oproblem among distributed consistent P2P deductive
case, the database update problem for a fesmmounts databases with integrity constraints and uses dynamic
to invokingS’ : QUERY(q) for each articulatioy < ¢ preferences to drive the integration process in the case
from S to another peef’ and storing the answer locallyof conflicting information. The interaction among peer
to S. Note that our query answering algorithm is alsdeductive databases has been modeled by importing, by
based on asynchronous messaging. However, sincen@ans of mapping rules, maximal sets of atoms not
considers a limited framework, it is much simpler andolating integrity constraints, that is maximal sets of
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atoms that allow the peer to enrich its knowledge whifermulas on terms and negation-free conjunctions of
preventing inconsistencies. The proposed semantiesms. The language for querying such sources offers
calledmaximal weak model semanticein be computedBoolean combinations of terms, in which negation
by means of a prioritized logic program. However, ncan be efficiently handled by adopting a closed-world
distributed algorithms are provided. reading of the information. An efficient, hypergraph-
The authors in [12] propose a logic-based framewolldsed query evaluation method is presented for such
for modeling the interaction among possibly inconsistegources, resting on results coming from the theory of
P2P deductive databases. Data are exchanged by mgaogositional clauses. It is also shown that extending the
of mapping rules. Under this semantics, callethimal expressive power of the taxonomy language by adding
weak model semanticseach peer just imports thenegation or full disjunction, leads to the intractabilitfy o
minimal information allowing to restore consistency. Ahe decision problem.
prioritized logic program is defined which computes the A model of a P2P network, having sources as nodes,
minimal weak model semantics. However, no distributésl subsequently presented. The essential feature of
algorithms are provided. In [14], the same framewotke model is the possibility of relating the assumed
and semantics are considered but these are compulisgbint peer terminologies by means of subsumption
through a centralized disjunctive logic programs. relationships of the same type as those in the taxonomies
The work in [13], extends the works in [11, 12] byf the sources. The resulting system subscribes to the
considering two types of of mapping rules. One thaniversally accepted notion of P2P information system,
imports a maximal set of atoms as long as the pegecently postulated also in the context of the so-called
remains consistent and the other that imports a miningnergent semantics [1].
set of atoms as long as they imply the satisfaction ofAn efficient query evaluation procedure for queries
some peer integrity constraints. The semantics, callgfdted against such a network is presented, and proved
preferred weak model semantiege computed throughcorrect. The procedure is a distributed version of
a centralized prioritized logic program with two levelthe centralized procedure, based on an asynchronous,
of priorities. As in [11, 12], no distributed algorithmsnessage-based interaction amongst the peers aimed at
are provided. favoring scalability. Some optimization techniques are
In [6], the authors develop a P2P distributedlso discussed, namely one based on caching, for which
algorithm for query evaluation in a multi-context systerthe algorithms for message processing are given.
framework that is based on propositional defeasibleFinally, the work is related to the most relevant papers
logic. P2P mappings are defeasible rules and each pedhe area of P2P systems.
holds strict rules, defeasible rules, and a total prefexenc It is true that our P2P caching algorithms, as they have
ordering of peers for resolving conflicts when conflictingeen described, work only for static datasets. Dynamic
information is imported. Each query is a liteidbsued datasets can be handled by setting an expiration time
to some peer and the answer is that a provably (not) for the cached terms. In particular, terms (along their
logical conclusion of the system or this remain open. Answer) are removed from the cache when the time
our case, we proposed much more simpler algorithistered in the cache exceeds the set expiration time.
for P2P taxonomy-based information sources, where tRetails will be given in future work. Future work
answer to a query is a set of objects. also concerns implementation and evaluation of our
In [16], the authors present P2P algorithms for mod&amework.
building in heterogeneous non-monotonic multi-context
systems where P2P ma}pplngs-are. non-monot_on_lc rUIR%FERENCES
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P,:TELL(¢3, I(a3))
TeLL findsthe objectin the log and updatesit. The
old log onP, was:
P, log
(Pa,q1,t,2,{{q2,43}})
The new log is:

P, log
(Pa,q1,t,1,{{q2, I(a3)}})

* P,:ASK(P,,q2,a2,{t,a2})

Since there are two incoming hyperedgesaih
both in P,, Ask enqueues 3 8K messages t@,
one for each involved term:

— Py:ASK(P,, q4,b3,{t,a2,b3})

— Py:ASK(P,, ¢5,b1,{t,a2,bl})

— Py:ASK(P,, 6,02, {t,a2,b2})
It then persists the corresponding log object. The
new log is:

P, log
(Pa,ql,t,1,{{q2,1(a3)}})
(Pasq2,a2,3, {{q4}7 {q5, q6}})

and issues the 3 enqueued messages.

o Py ASK(P,, q4,b3,{t,a2,b3})

Since there are no incoming hyperedgesdnthe
message’,: TELL(¢4, I(b3)) is produced.
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e P, TELL(q4,1(b3)) o P,:TELL(g8, I(c2))
TELL findsthe objectin the log and updatesit. The  TELL finds the objectin the log and updatesit. The
updated log is: new log is:

P, P, |Og

(Pa,ql,t,1,{{q2, I(a3)}}) (Pa,q5,b1,0,{{I(c1)},{I(c2)}})

(Pa,q2,a2,2,{{I(b3)}, {45, q6}}) (Pa, 46,2, 2,{{q9,q10}})

i There are no more open calls in the updated log
o P:ASK(P,, ¢5,b1, {t,a2,bl ,

f’ (Pa,q { a })_ object, therefore the answer to the quefy can
Since there are two incoming hyperedgesbin be computed ag(cl) U I(¢2). Then the object is
Ask enqueues 2 Ak messages &, one for each deleted permanently from the log and the message
involved term: P, TELL(g5, I(b1) U I(cl) U I(c2))is issued.

— PoASK(Py, 7, cl,{t,a2,b1,cl}) o PTELL(g5, I(b1) U I(c1) U I(c2))
— P ASK(Py, ¢8,¢2,{t, a2, b1, c2}) TELL finds the object in the log and updates it. The
new log is:

It then persists the corresponding log object. The
log is now: P, log

(Pasqlst, 1, {{42, I(a3)}})

P log (P.,q2,a2, 1, {{I(63)}, {I(b1) U I(c1) U I(c2),q6}})

(Pay 45,01,2,{{q7},{q8}})

o Py:ASK(P,, ¢6, b2, {t, a2, b2})

Since there is one incoming hyperedge 42,
AsK enqueues 2 Ak messages t®,., one for each
involved term:

o P.:ASK(Py, q9,c2,{t,a2,b2,c2})

Since there is one incoming hyperedge dR,
AsK enqueues 2 Ak messages td),, one for each
involved term:

— PeASK(Py, 9.2, {t,a2. b2, c2}) — PyASK(P,, q11,b1,{t,a2,b2, c2,b1})

— P.ASK(Py, q10, ¢3, {t, a2, b2, ¢3}) — PyiASK(P:, q12, 03, {t, a2, 2, c2,b3})
It then persists the corresponding log object. The It then persists the corresponding log object. The
log is now: updated log is:
Py log P. log
(P, q5,01,2, {{q7}, {¢8} ) (P,99,¢2,2,{{q11,q12}})

P, q6,b2,2,{{q9, q10
(Foq Ha9,10})) o P.:ASK(P, ql0,¢3,{t,a2,b2,c3})

* PeASK(Py, g7, cl, {t, a2, b1, c1}) Since there are no incoming hyperedgescina
Since there are no incoming hyperedgescin TELL message results,: TELL(q10, I(c3)).
Ask generate$?,: TELL(q7, I(cl)).
* P,:TELL(q10, I(c3))
* DyTELL(q7, I(cl)) TELL finds the object in the log and updates it. The
TELL finds the object in the log and updatesit. The updated log is:
new log is:

Py, log
P, log (Pa,q6,02,1,{{q9,1(c3)}})
(Pa, g5,b1,1,{{I(c1)},{q8}})
(Pa,q6,02,2,{{q9,q10}}) * PyASK(P:, q11,b1,{t,a2,b2,c2,b1})

. There are two incoming hyperedges &, but
* PeASK(P, 68, €2, {t, a2, b1, ¢2}) the one havinge2 in the tail generates no
Since there is one incoming hyperedgecih but Ask messages. The only 9k enqueued is
its tail has a non-empty intersection with the set therefore:
of visited terms, just a #LL message results:
Py:TELL(g8, I(c2)). — P.ASK(Py, q13,c1,{t,a2,b2,¢2,b1,cl})
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It then persists the corresponding log object. The computed. Then the object is permanently deleted

updated log is: from the log and the messagd®,: TELL(¢6,[X N

P, log 1(¢3)] U 1(b2)) is issued, where

(Pay 46,02,1,{{q9, I(c3)}}) _

(Pe,q11,b1,1, {{qlS}}) X = [(I(bl) U I(Cl)) N [(bS)] U ](02)
Py:ASK(P,, q12,03,{t,a2,b2,c2,b3}) o P, TELL(¢6,[X NI(c3)] U I(b2))
Since there are no incoming hyperedges3an it TELL finds the object in the log and updates it. The
results: P.:TELL(¢12, 1(3)). updated log is:
P..TELL(q12, 1(b3)) P, log

(Pa,q1,t,1,{{q2, I(a3)}})

TeLL findsthe objectin the log and updatesit. The (Pa. g2, 02,0, {{1(b3)}, {I(b1) U I(c1)U

new log is: I(e2), [X N I(e3)] UI(02)}})
P, log .
< There are no more open calls in the updated log
(Ps,99,¢2,1,{{q11,1(b3)}}) object, therefore the answer to the quegycan be
P.:ASK(Py, q13,c1, {t,a2,b2,¢2,b1, c1}) computed. Then the object is permanently deleted

from the log and the messad®:TELL(¢2, I(a2)U

Since there are no incoming hyperedgescin I(63) U (Y N Z) is issued, where

AsK issuesP,:TELL(q13, I(c1)).

Py:TELL(q13,1(c1)) Y o= I(b1)UI(cl)UI(c2)

TELL finds the object in the log and updates it. The Z = [XnI(e3)]ui(b2)

new log is:
P, log o P, TELL(¢2,1(a2)UI(b3)U (Y N Z))
(Pa,q6,b2,1,{{q9,1(c3)}}) TELL findsthe objectin the log and updatesit. The
(P, q11,01,0,{{I(c1)}}) new log is:
There are no more open calls in the updated log % log
object, therefore the answer to the queryl (Payq1,t,0,{{I(a3) N (I(a2) UI(B3) U (Y N Z))}})
can be computed ag(cl). Then the object is  There are no more open calls in the updated object
permanently deleted from the log and the message and q1 ¢ 7p,. Therefore,q1 must be a user
PC:TELL(qll, I(bl) U I(Cl)) is issued. (externaD query.
P.TELL(q11, I(b1) U I(c1)) The QUERY procedure will realize thaiyl is

complete, and return the answer to the user, thus

TELL findsthe objectin the log and updatesit. The . _
concluding query evaluation.

updated log is:

P, log

(Pba q97 025 07 {{I(bl) U 1(01)7 I(bg)}})
There are no more open calls in the updated
log object, therefore the answer to the query
¢9 can be computed. Then the object is
permanently deleted from the log and the message
Py TELL(q9, [(Z(b1) U I(cl)) NI(b3)] U I(c2)) is
issued.

Py TELL(q9, [(Z(b1) U I(cl)) NI(b3)] U I(c2))
TeLL findsthe object in the log and updatesit. The
updated log is:
Py log
(Pa, 6,02, 0, {{[(1(b1) U I(c1)) N I(b3)] U I(c2),
1(e3)}})

There are no more open calls in the updated log
object, therefore the answer to the queéycan be
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