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ABSTRACT

A major challenge in emergent scenarios such as the Cloud-assisted Internet of Things is efficiently managing the
resources involved in the system while meeting requirements of applications. From the acquisition of physical data
to its transformation into valuable services or information, several steps must be performed, involving the various
players in such a complex ecosystem. Support for decentralized data processing on loT devices and other devices
near the edge of the network, in combination with the benefits of cloud technologies has been identified as a
promising approach to reduce communication overhead, thus reducing delay for time sensitive 10T applications.
The interplay of 10T, edge and cloud to achieve the final goal of producing useful information and value-added
services to end user gives rise to a management problem that needs to be wisely tackled. The goal of this work is
to propose a novel resource management framework for edge-cloud systems that supports heterogeneity of both
devices and application requirements. The framework aims to promote the efficient usage of the system resources
while leveraging the Edge Computing features, to meet the low latency requirements of emergent 10T applications.
The proposed framework encompasses (i) a lightweight and data-centric virtualization model for edge devices,
(i) a set of components responsible for the resource management and the provisioning of services from the
virtualized edge-cloud resources.
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1 INTRODUCTION

This paper is accepted at theernational Workshop on Very Cloud computing techn(_)logy ha_s revolutionized the way
Large Internet of Things (VLIoT 2019) in conjunction with thg endusers and e_nterprlses gain access to_ computing
VLDB 2019 conference irLos Angeles, USAThe proceeding] 'eésoures, enabling the edemand allocation and

of VLIoT@VLDB 2019 are published in the Open Journal| release of a wide range of services and resources. The
Internet of Things (OJIOT) as special issue. flexibility and business model provided by the cloud
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computing make this paradigm very appealing anfbrm, uploading only the necessatgta to the cloud. In
enable novel applications. Another technological trendddition, edge nodes can monitor smart objects and
that has been gaining momentum recently is the Internsénsors activities, keeping check on their energy
of Things (loT) [1], which enables the interconnectiorconsumption. The edge consumes locally the portion of
with the Internet of the most varied physical objectsjata generated by sensors that require -thesd
instrumented by intelligent sensors and actuators. Wigirocessing (from millisecond® tenths of seconds).
the possibility of addressing each ygital object Then, it transmits the rest of such data to the cloud, for
individually and making it part of a global network, theoperations with less stringent time constraints (from
IoT has the potential to provide novel applications tseconds to minutes). Therefore, edge computing allows
make life easier and healthier for citizens, to increase tdelivery of datawith low latency On the other hand, the
productivity of companies and to promote the buildingloserto the cloud, the longer the time scale, and the
of more intellgent and sustainable cities, environmentsider is the geographical coverage. The cloud provides
and countries. the ultimate and global coverage and serves as a

A key challenge in 10T is efficiently managing therepository for data fothe duration of months or years,
systemresources. |0T devices, such as sensor devicémsides alloimg more complex data analytics
have limited computing and energy resources, and thus The interplay of 10T, edge and cloud to achieve the
are not able to perform sophisticatetbgessing and final goal of producing useful information and value
storing large amounts of data. Therefore, it is ofteadded services to end usegives rise to a management
necessary to rely on more powerful devices to fullproblem that needs to be wisely tackled. Both cloud and
perform the transformation process required by lo€dge computing strongly build on the tumlization
applications 9]. With its vast capacity of processing andconcept. However, virtualization ofevicesat the edge
long-term storage, cloudoenputing is a appealing needs to follow a lighter and more flexible approach to
platform to be combined with I0T to create complexmeet the constraints and heterogeneity of devices and
largescale, distributed, and dataiented ecosystems. exploit ther specific features. The authors 9] claim
However, some features of cloud computing make that to fully achiee the potential of edge computing for
unsuitable to meet requirements of 1oT applications. 10T, four concerns need to be addressed: abstraction,

The essentially cerdlized nature of the cloud doesprogrammability, interoperability, and elasticity. In
not fit well with the inherently decentralized nature oparticular for a thredier loT-edgecloud architecture, it
IoT. In I0T, data is often generated from geographicallis crucial to provide simple and vyet efficient
distributed sources, and can be consumed by equadlgnfiguration and instantiation methods that are
dispersed users, often using devices that themselves mmdependent of the technologies used by different 10T
also part of IoT. Blindly sending this distributed data foand cloud providers.
processing and storage centrally in the cloud, then We propose a novel resource management
forwarding it back to users near data sources, can resinimework for edgeloud systems that supports
in unwanted delays. For some applications, responketerogeneity of both devices and application
time is a critical quality requireent, and the latency and requirements. The frameworgromotesthe efficient
unpredictability of communication with the cloud canusage of the system resources while leveraging the Edge
lead to performance degradation Computing features, exploring the advantages of service

Support for decentralized data processing on devicpsovision at the edge of the network, to meet the low
near the edge of the network, in combination with thiatency requirements of emergent applmas. The
benefits of cloud technologies haseheidentified as a framework encompasses (i) a lightweight and data
promising approach to reduce communication overheagntric virtualization model for edge devices, (ii) a set of
and data transfer time (hence the latency faromponents responsible for the resource management
applications). In this context, the conceptual approa@dnd the provisioning of services from the virtualized
known as Fog [3] or Edge Computir@0] has emerged, edgecloud resources.
which advocates moving part d¢fie computing and
storage resources closer to the edge of the network, i?a CHALLE NGESIN EDGE-CLOUD ECOSYSTEMS
decentralized way.

Physical edge devices are heterogeneous in termsQ@dnsidering a heterogeneous edtpmud ecosystem,
their capabilities and can be either resoypoer devices built to serve multiple applications with different
such as access points, routers, switches, batiens, requirements, the need arises to provide a framework to
and smart sensors, or resouri machines like a manage the available resources in an efficient and cost
ficl-mabox o0, or 27C Edgaiddlicestmay dffective way. The core issue of this problem is how to
perform several tasks, such as data preprocessing amdcate the resources available in the heterogeneous
filtering, reconstructing raw data into a more usefuédgecloud system in order to accommodate the
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requirements posed by multiple applicatioAs. first  The resource management framework, supported by its
glance, this issue is similar to the typical resourceirtualization model, must enable suctllaborationin
allocation problem, which has been exhaustively studieainatural way.

in several areas of computing systems. However,

resource allocation for edgdoud systems poses new
challenges that call for novel solutions, tailored for suc
an emerging scenaro. Examples O.f gped:e‘a:tures a" | addition to the high heterogeneity of devices, multiple
the huge heterogeneity of the participant devices (from_ . . . . .
. i applications with different functional nd non
tiny sensors to middiger gateways to powerful data : . .

: ) . functional (QoSrelated) requirements can -eaist
center nodes), the highly dynamic execution . f h derlving inf
environment, and the nature oéttiata generated by lIoT using resources from the same underlying infrastructure.
devices ' Some applications might be more computationally

The complexity in thalevelopment of solutions for intensive, whereas others might have low latency

L . requirements, for example. Moreover, several
resource allocation in edg#oud attract the attention of quirerm pie. N
. L . pplications have severe restrictions on data security.
researchers in search of efficient computation

solutions to meet the requirements of emergin ata generated by userso devi
applications (e low Ia‘?enc mobilit ene? %formation, such as photos/videos taken by mobile
PPl 9 ey, Ys gyphones, GPS information on the user location, health
efficiency, scalabili, etc.) envisioned to execute on. . .
such scenarios [%f]. Solutions for resource information sensed by wearable devicesid smart
management includin. resource  allocation angome status. Processing and storage of sensitive data
agement, 9 : ; d’nust be handled carefully to avoid privacy issues. The
provisioning, are well established in the Clou

computing field. However. in the context of Edge anéiecision of placing a given service in one computational
puting Tield. T . '9€ ang o de (located at the edge or the cloud for instance) must
Fog computing, there arelstnany open issues in this

i considerthe requirerants of the specific applications
regard P9J[10][33]. According to BS], there are no " . "¢ servingA resource management framework
distributed computing frameworks that fully and

properly manage edge node resources must be able to handle different kinds of applications

We claim that resource managementisakeyissueV%(')th different (and sometimes even conflicting)

deal with the diverse nature of resoes encompassed requirements.

in an edgecloud system and to optimize the overall

system performance. Providing effective solutions t@.3 Ultra-Large Scale

this challenge will bring benefits on one hand, to end

users and on the other hand, to infrastructure providdesigecloud ecosystems are roplex environments

and device owners. Irhis sense we propose a hovel encompassing many heterogeneous components. One
approach for resource management in exlgad major component is the myriad of devices acting as data

%.2 Heterogeneous\pplications

systems. sources. Considering the increasing availability of smart
sensors, mobile phones, wearable and other |0T devices,
2.1 Heterogeneous [Bvices the resulting systa may encompass hundreds to

millions of connected devices, producing a massive
In the edgecloud environment, multiple devices with amount of data to be processed and stored. Therefore,
different processing capabilities exist and ca@ny solution for resource management must be scalable
coll aborate to me®dls andh & ternaspithe inunher of stomputationgy nodes and the
requirements. Powerful computers such as the onBgmber of apptation requests to be served. The ultra
hosted in the cloud can rely on legacy virtualizatiotarge scale of systems brings several challenges mainly
technologies without major issues, but devices in th@garding the coordination of the nodes actively engaged
lower tiers might get their performance impactedn providing the required resources to meet the
critically with these technologies. i important, then, application requests. It is important to mention that
to consider the heterogeneity of devices in the design gfveral authors (as7]) point out that a considerable
the virtualization engine. Specifically, the resourcéleficiency in current works in edge computing is the
constrained nature of several types of devices at the edgek of support for collaborative computation.
tier need to be taken into account in any solution for
virtualization and resource management. Due t@.4Data-Centric Nature
resource constraints from edge devices compared to data
centers in the cloud, multiple edge devices often need Tte current overabundance of data, generated by various
somehow collaborate so as to accomplish intensivmerging application as social media and |oT, has
application tasks by sharing the workload betwthem caused several changes in how such data should be
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processed and stored. Data generated by embed@&tl LW -Dc4EC (Light Weight Data-Centric
sensors and applications running on mobile devices in M odel for Edge Cloud)
users' personal space may not necessarily be sent blindly
to the remoteloud. There are new demands to shepheid this section, we detail LMDC4EC, our novel data
data within and across multiple tiers from the edge of tteentric virtualization model for edgdoud systemslts
network, through the core to the super data centers in theal is to offer a lightweight wualization on top of
cloud. Data may be shared, (pre)processed and caclpdgysical sensor and actuator nodes (here denoted as
in local and/or edge nodes and then maysitan other PSAN), of Edge nodes (EN) and of Cloud Nodes (CN).
tiers of the infrastructure while being used, reusedhis model is supported by a thrier architecture for
combined and rpurposed to derive valeedded edgecloud systems (shown in Figure 1). EBC4EC
information, analytical insightsen route to being uses a set of differertechniques for the creation of
consumed and possybarchived R8]. virtual nodes. Six buitn, predefined types of virtual
nodes are initially provided (explained later and

Processing in the multiple tiersf an edgecloud —depicted in Figure 2). However, since ERBE4EC was
sysem needs to take advantage of node heterogeneify@nceivedwith extensibility in mind, new types can be
take into account the dynamism of the environmemd, defined andeasily incorporated in the model. A new
also needs to consider thiata content in decision type is created by extending a virtual node siugtess
making tasks. The execution of applicatspecific available into the framework core library and template
functions, data fusion procedures, and knoweddiles to configure the desired data type.
extraction can occur at various points along the path
between the data source and the cloud. Sometim@d.1 The Three-Tier Architecture
results can be taken en route, without even requiring
additional forwarding to the cloud. For this, the contentigure 1 illustrates the architecture to support the
of the data has fundamental value ircidmn-making proposed virtualization model. It is composed of three
and intermediate processing. Furthermore, a piece tgrs: (i) Cloud tier (CT), (i) Edge tier (ET), and (iii)
data might be reised by several applications in differentSensor (or data source) tier (ST).
contexts, placed in different nodes. The Edge tier (ET) encompasses the edgdes

(EN) whereas the Cloud tier (CT) encompasses the

In short, we argue that the data needs to be raised:{gtd nodes (CN). Both tiers host the physical devices
first-class citizens in these ecosyste Therefore, ©Of the ET and CT, respectively. The EN and CN are
virtualization solutions for such environments must b¥irtualized by using traditional models for cloud and
datacentric. Not only features like Virtual Machines€d9€ Virtualization. They have propertiesich as
(VMs) and processing cores, commonly used iRTOCESSINg speed, total memory, bandwidth and

traditional virtualization models, but the data itself, itg€ographical location. However, there are some
metadata and handling fufmts, need to be virtualized. 'mportant differences between ENs and CNs. ENs are

Moreover, VMs created with this dateentric view less powerful devices than CNs, regarding the resources
should be placed on distributed physical nodes acro@¥ailable (e.g., memory capacity). Besides, tlaeg
multiple tiers, noonly at the cloud. geographically closer to the data sources (for _mstance
sensors and 10T devices) than CNs. Another difference
is the centralized nature of the nodéshe Cloud tier,
while edge nodes are typically decentralized entities and
may leverage distributednd collaborative computing.
The distributed nature and the proximity of the data
sources make it possible to exploit context and location

To address the afementioned challendes. our bropos flwareness capabilities in the edge tier. Thus, instead of
ges, prop %roviding resources from a centralized and remote

comprises a software framework encompassing (i) ififrastricture, one can explore the provision of

light datacentric _y|rtuaI|zat|on model for edgaoud resources regionally distributed, either closer to the data
systems, and (i) a set of software componeng

3 A NOVEL RESOURCEMANAGEMENT
FRAMEWORK FOR EDGE-CLOUD SYSTEMS

. ource, the data consumer, or both. This feature has the
responsible for the resource management and t

provisioning of serices using the virtualized edge | tential to increase the gfficiency of the_usage _of the
cloud resources infrastructure and the quality of the useperience with

the services provided.
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Figure 1: Three-tier architecture

In our architecture, we actively promote themessages, since we keep the communications within a
collaboration among edge nodes and the locatiotimited geographic region.

awareness features. The nodes in the Edge Tier arefjna|ly, the Senss Tier (ST) encompasses a set of
groupel in a hierarchical fashion, so that we have bothonstrained end devices deployed over a geographic
vertical and horizontal communication/collaborationyrea that consist the data sources for the -etige
within the system17]. To reach this goal, firstly, we system. Each device is heterogeneous regarding its
created hierarchical groups of edge nodes using @hocessing speed, total memory, and energy capacity.
appropriate hierarchy algorithm to promote igaft Besides, endlevices at this tier have the capacity of
communication/collaboration. In our solution, theproviding sensing data and/or performing actuation
horizontal communication/collaboration only occurgasks over a region. Examples of devices are wireless
between the mastedgesiodes of each hierarchy. Thus,sensors grouped to compose Wireless Sensor and

we used the Weighted Voronoi Diagram (WVDJf[as  actuator Networks (WSANSs), and smart devices such as
a solution to build neighborhoods of the ster edge smart phaes, smartwatches, etc.

nodes in order to promote collaboration between them.

The WVD uses "sites” (geographic locations) on a MaAN is responsible for hosting the Virtual Node Service

to divide it into regions. Therefore, to use the WVDDeIivery (VNSD). It is an entry point to receive the user

algorlthm,_ we nged to provide the master edge nOd?esquestsln addition the CN is responsible for hosting a
geographic locations.

. centralizd version of the Resource Allocation process.
In the creged hierarchy, the master nodes ar . ) .
: . he edge nodes (ENSs) provide the major computational
responsible for engaging slave edge nodes to serve an

application request. We also organize the master eddd'ts organized in two subsystems, namely

nodes in a neighborhood, in order to enable t Iftualization Subsystem Manager (VSM) and Virtual

collaboration among them. Thus, the master edge no gde subsystem (VNS). The VSM encompasses the

can perfom a collaboration process with each other t%ﬁ?ﬁgtffgﬁc?tl?\'\/ﬁrﬁq) aﬁzscu:ffgrol\\ffézmg%m?cré
identify a group of edge nodes that can serve t 9

application request. With such hierarchical an elivery (VNSD) whereas the VNS includes the

geographical organization of the nodes, it is possible ﬁg;}rﬁzgggzsétcggr'\fs?;’ &thtllj:tlionNMOdre Thl\gggaugr?itré
to facilitate the collaboration between the edge node 9 gr.

(ii) to assign physical nodes (at the Sensor Tier) to ed§ee responsible for handiing the useequests by

L erforming tasks toeither provide sensing data or
nodes that are closer to them, thus minimizing th . : .
. : erform actuations on the physical environment.
consumption of resources with data and contr

In the considered architecture, we assume that the
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Virtual Node (VN) Table 1: Types of VNs
1‘5 Parameters Description
"E": UF User function
/_f\r\. KE Se Sensing
N VN Ac Actuation
UF Cache Df Data function
VN VN Ch Cache
Event Se Ev Event

Figure 2: Types of VNs
infrastructure services and applications, aiming at
3.1.2 Virtualization M odel increasing interoperability and portability.
The motivation for using microservices in the
The concept of virtualization is commonly adopted t@ontext of this work is to allow the development of
hide hetengeneity and complexity of resources to béndependent anlightweight componentfor running on
provided, thus facilitating their management andhe edge nodes. We use containers to package such
utilization. The core idea of virtualization in an edgecomponents itightweight imagesthus facilitating their
cloud system is to abst rdstobutioraancamanaginghAnathercelevantfeatgreai r c e s
which can then be ficompoostangré isata facditatd theri roigrdtion |between to
sypport usage by multiple independent users and evenmputational nodes, in the context dfist work,
by multiple concurrent applications. between edge node83. Component migration is an
As traditional cloud platforms, edge computing igmportant feature for many applications, mainly in the
also strongly built on the virtualization concept.presence of mobile nodes, since the edge nodes serving
However, virtualization of resources at the edge tiean application running in the mobile device may become
needs to fobbw a lighter and more flexible approach totoo far to meet the requirectiay.
meet the constraints and heterogeneity of devices and to To meet the requirement of being datéented, and
exploit the specific features of these nodes. Moreovehus more tailored for 10T applications, data is the core
for emerging applications as 10T, besides processingntity for creating the virtual nodes in the proposed
storage and bandwidth capacities, and an mehg virtualization model. We defined several types of virtual
valuable resource is the sensing data produced by thedes that represent dataven resources to be
loT devices. Therefore, firgirder entities in a provided by the edgeloud infrastructure. Applications
virtualization process are no longer just virtual machineaccess the resources provided by our thiese
and computational cores, but also sensing data (raw anchitecture through the virtualization model.

in different processing states)An edgecloud The virtual node (VN) ishte central element of the
virtualization model that addresses such applicatiomsodel inLW-Dc4EC The VN (Figure2) is a software
needs taonsider this datdriven natureas well. instance providing data in response to application

To meet the requirements of being lightweight, theequests directly at the edge of the netwoltk.is
proposed virtualization model is based on microservicgesponsible for abstracting the computation and
and container technology. Morgpecifically, for the communication capabilities provided by a set
specification of our virtualization model, we adopted annderlying nodes. Moreover, our VN is basedtbe
approach based on microservic&d][20] and for the microservice concepas it is small, higly decoupled,
implementation of this model we propose adopting and performs a single responsibility. Thus, each virtual
containerbased solutionZ2][ 15]. node is designed to implement one data type. Therefore,

Microservices are small, highly deqdad our model already provides préited types of VNs for
applications, built on a single responsibility. They ar@ach one data type provided (Table 1).
independently deployable, scalable, and testable and A virtual node is formally defined as a tuple VN =
they communicate with each other using well define(RS, GL, NT), where RS represents the resource
application programming interfaces (API). In turn, theprovided by the VN; GL = (longitude, latitude) is the
containerbased approach can be fided as a geographic location of interest; and NFGF, Se, Ac,
lightweight virtualization technology for packaging,DF, Ch, Ev} is a collection of VNypes [Table 1).
delivering and orchestrating both  softwareResources can be of simple type such as Temperature or

a complex type, such as the description of an event
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Figure 3: Components for resource management in edgeoud systems

of interest (as Fire Detection, Fire Intrusion, Rainpf VN since it allows defining applicatiespecific

Target Detected, etc.). Hereafter, we describe each tyfumctions, donainspecific functions or generic event

of VN. The VN of type user function (UF) allows the processing functions.

user to inject code for performing stom operations The VN of type cache (Ch) is a subtype of DF that

(application specific) over data. adds the capability of persisting the results of af in
The VN of type sensing (Se) provides a stream aghemory. The VNCh has a set of properties p: p = (ts),

raw data sensed from the physical environment and habkere ts denotes the timestamptioé execution of af

a set of properties p: p = (fr, sr), where fr denotes th¢hat produced the data cached by ¢ZN). This VN is

data freshness and sr the sampling data fdte data important to avoid unnecessary use of resources of an

stream can be retrieved from historical databas&N when several requests are received for processing

maintained at the edge tier or by a direct connection withe same query using the same parameters.

the physical nodes at the sensor tier. The data freshnessFinally, the VN of type event (Bxaims to notify an

[4] is an important requirement that a VN must verifyapplication or another VN whenever an event of interest

during the processing dhe request to determine theoccurs by using a publish/subscribe communication

source of the data to send to the application. Fanodel P][34]. VN Ev has a set of properties p: p = (),

instance, if the last data delivered is in a valid range tinvehere rl denotes a rule to trigger the event.

of data freshness, the VN transmits the data obtained

from the cache to the application. Otherwise, a fresh da82 Resource ManagemenEramework

is gotten using the Sensing & Actuation quicess

before forwarding it to the application. The Resource Management activity in cloud computing
The VN of type actuation (Ac) provides actuatioreNcompasses the resource allocation and resource

capabilities over the physical environment and has a g@oVisioning, among other activities. These are two key

of properties p: p = (op, tx), where op denotes the tygdocesses and planned to ensure the operational

of actuation function provided by the VN and tx is thefficiency of the entire cloud systemraPer resource

frequency that the actuation command must pallocation improves overall performance of the system

performed by the system. and avoids different kinds of bottlenecks, that could
The VN of type data fusion (DF) provides value Otherwise degrade performance of the running

added information through the execution of queriegPplications.

using a Complex Event Process{@EP) engineq] and In this context, we propose a novel approach for

has a set of properties p: p = (af, sn), where af denot@pource management in getloud systems. An

an information/aggregation function and sn the numbdgnovative aspect of our proposal is to consider in an

of samples to be used by af. This is a very powerful tyggtegrated way the virtualization and the resource
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management processes. We believe that, since- edgle Ifthe EN is a slave node and the request has arrived
cloud ecosystems essentially provides virtualized directly by the VNSD (entmpoint), the request is
resources, the efficient armbsteffective provisioning forwarded to its respective master node;

and allocation of such resources are intrinsicall
entangled with the virtualization process itself.
Therefore, our resource management framework
provides a set of components and respective activities
for the instantiation of VM that encompass the
processes for (i) the resource allocation, (ii) the resource
provisioning, (iii) managing sensing & actuation tasks
(required for task scheduling), (v) data provisioning, and
(vi) collaboration process.Figure 3 summarizes the
relation among the components in charge of performing

such processes. In the following we briefly describe Collaboration is the process responsible for enabling
each component in the context of the edgeid the cooperative work and the dids of the workload to
infrastructure operational flow. meet an application request among the edge nodes. This

End users submit their requeststbe edgecloud Process is available (deployed) into all the edge nodes,
system using an API deployed at the Cloud or via dHt only the edge nodes classified into the hierarchy as
Edge node. The arriving requests are handled by théasters are in charge of executing the collaboration.
ResourceAllocationMgr (RA) component responsibld hus, thecollaboration process provides for each master
for implementing the Resource Allocation proces€dge node the capability of decisioraking to engage
(described in the next section). Whequests arrive via neighboring master edge nodes to allocate or provision
Cloud, a centralized version of the RA component i¥Ns whenever it is necessary.
responsible for forwarding each request to the master Several authors (ag]) identify a lack of support for
edge node (EN) Capab|e of meeting it. Upon receivin@ollaborativecomputation in edgeloud systems. That
the requests, the RA executing in the EN must providei® €Xisting approaches do not seem to consider
VN instance to meet sh requests. To do so, the RASituations when multiple edge devices can somehow
component searches in its cache of VN instances af@lllaborate to accomplish an intensive task by sharing
queries all its available slave nodes by a VN matchiri§e workload between them. In this sense, the proposed
the received requests. When a matching VN is found, ti@mewok fills a research gap by providing mechanisms
RA component forwards the request for the VN t@nd building blocks to promote collaboration between
execute the t&s thus providing the requested data/everfdge nodes.
as outcome. However, if a VN is not found or if the When a VN receives a request from the RA to
available VNs are busy (with other, previoustgeived) Process, it uses the services of the Sensing & Actuation
then the ResourceProvisioningMgr component iMgr. It is the component implementing theopess in
invoked. charge of managing all interactions between the VN and
L . the physical environment, i.e., the Sensor (data source)
The ResourceProvisioningMgr (RP) is th ier (ST). It is an independent component that

companentn charge of_executm_g the action to SeIec&ontinuously gets data/events from the physical devices
and prepare the underlying physical infrastructure that 5hd persists them into the ligtal database maintained
capable of hosting and running a VN instance (

, . . Nce & the Edge tier. Its importance is to abstract the
container in our proposal) matching apphcaﬂor& mplexity of the VN to deal with the highly

requests. The_ action of selecting _p_hygcal nodes thﬁ terogeneous devices that directly get data/perform
meet the requirements of data provisioning to Composfctuations from/upon the physical environment.

a virtual node is a mapping function, for which thare . .
; 4 Therefore, the SA provides thersices for the VN to
some proposals in recent literatusg][ 18][ 6][ 23][ 31]. acquire sensing daFt)a and/or send actuation commands
In our proposed framework, in order to provision atdepending on the type of VN)

\I\ilghatheer (\F;EM;;%?gor;ir:ntm'l\'/ﬁ'e(e\?Nlt;] ?s e\llr??ui(ijl?ar The provided data can be either preprocessed or
com gnent in char (E,)of inétantiatin the appro rigunprocessed. Unprocessed data are retrieved from
¢ epof VN to meeg'][ the a Iicationgre uesfpbezidé@storical databases or by directly accessing theipdlys
r}(:,pisterin the new VN ir?gtance intoq the ,instancnOdeS at the sensor tier whenever fresh data is required.
gistering . ; ; The processed data are provided by a Complex Event
repository. However, if the RP is not ca_palnieprowde Processing (CEP) engine. The CEB| engine is
the necessary resources fo Instantiate ‘? VN, ﬂr]gsponsible for the execution of queries that making use
following operational decisions are executed: of single or a set of raw data as itpu

If the EN is a master node and the request has
arrived by the point of entry or forwarded by a slave
node, the master node invokes the collaboration
process to find a neighbor node and then, forwards
the request to the neighbor master node. Whenever
the colldoration process is not able to find a
neighbor master node to meet the request, then it is
forwarded to the centralized Resource
AllocationMgr component at the Cloud.
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Figure 4. Overview of the Resource Management operation process

Furthermore, the SA services providing data to VNBrigation systems, drones, traffic signals, automated
make use of the Data provisioning process. The Datansportation, and so forth. The connector is a
provisioning process is responsible for abstracting theomponent that encompasses (i) a driver interface
complexity of dealing with operations for the dataresponsible for interaction with the physical devic®, (i
collects from the physical devices, datagistence, data services for data transformations, and (iii) handlers for
update, data delete, and data retrieval in the historicgérvicing requests
databases. The DSM component is responsible for storing the

Figure 4 summarizesthe operational flow of the datainthe temporary database at the edge nodes, besides
proposed framework. In the following section, we willproviding the basic operations for persistence, update,
detail the components regmible for performing the delete andetrieval data. VN is an abstraction used to
processes covered by the resource managemelesign six predefined types of VN components (VNSe,
framework. VNac, VNdf, VNuf, VNcache, and VNevent) to handle

. the application requestdhe VN exposes the IVN
3.2.1 The Software Components and their interfarz:% to providean servicelisshoulg be mentioned
Behavioral View that, in our view of an edgeloud system, the

Figure 5 illustrates the framework components, theiinfrastructure provider will offer its services through
services, and relationgs, as well as the tier in which formal or semiformal agreements with users.
they are deployed, considering the 2 upper tiers (Cloudherefore, a predefined set of virtual nodes can already
and Edge) of our-8er architecture. The Edge Tier hostsP€ provided a priori to meet the potential appliqaio
two subsystems, the Virtual Node Subsystem (VNS) arfpmains or specmc_ applications whose contracts have
the Virtualization Subsystem Manager (VSM). already been established. . i .
The SAM provdes connectors for abstracting the SO me applicationsd requireme

heterogeneity of the physical objects/devices argfrvices ofaglngle type of virtual node while others will
allowing the interaction with them. Devices or loTrequire combined services of multiple types. As the
objects include but are not limited to smart sensors §f\visagecedgecloud scenario is dynamic, applications
several types, home appliances, alarm systems, heatiffy eventually arrive with requirements that are not met

and air conditioning, lighting, industrial machines, PY the original set of VN types. Such applications may
require the specification of new types, which will be
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extensions of the existing ones. UF is tbmponent that algorithm that allocates instances of Virtual Nodes
hosts the user defined functions. The DH component (¢Ns) to meet application requestft offers the
responsible for abstracting the complexity of executinResourceAllocatorinterface (IRA) used to receive the
gueries over sensed data. requests arriving via the VNSDM or forwarded by the
The Virtualization Subsystem Manager (VSM)centralized RAM.
encompasses six components: VNServiceDeliveryMgr The VNIR is the component responsible for
(VNSDM); ResouceAllocatorMgr (RAM); managing a pool of VN instances in memory. RPM is
VNIntanceMgr (VNIR); ResourceProvisioningMgr the component in charge of provisioning a new VN
(RPM); RegistriesRepositoryMgr (RR), Monitor. Theinstance whenever it is necessary. It provides its service
VNSDM goal is to receive requests that arrive at ththrough the ResourceProvisionerinterface IRP. The
system. Since requests can enter the system via Edge aathponent RRs responsible for providing the services
Cloud tiers, this componeiig deployed in both tiers. to store, remove, and retrieve metadata related to the
VNSDM offers a set of APIs through the IVNSDdata types registered into the system by the
interface to allow users: (i) request data/events to thefrastructure Provider (InP). Its services are accessed
system, (ii) send an actuation command to the VN fdhrough the IConfig interface. The Monitor is the
execution, and (iii) discover registered VNs. Theomponehresponsible for capturing a set of metrics and
component RAM is in chge of implementing the providing them to the VNManager. It has two interfaces,
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which are: IMonitorMetrics and INodeMetrics. Thecontainers, we assume that each edgieraready has
metrics captured are (i) specific metrics of the VNhe container images necessary to run the VNSs.
container (e.g., free memory, number of processomherefore, we avoid incurring any network overhead,
used, threads running, total of threads, peak of threadsince there is no need of transferring container images
obtained by using the INodeMetrics interface; (iibetween edge nodes.
physical metrics of the edge node that hosts the Requests received at the Cloud tier are managed by
container (e.g., free physical memory size, the totdhe entry poits to meet requests issued by applications
physical memory size and the number of ilMde via the Infrastructure Provider (InP) and the Hyekr
processors), and (iii) network latency to reach this nodegspectively. However, each component has specific
calculated through a ping operation. responsibilities. The VNSDM is the component in
The following components are deployed in theharge of managing the Efidser requests. It offers a set
Cloud Tier: VNServiceDeliveryMgr (VNSDM); of APIs through the IVNSD interface to allow users: (i)
SysManager (SM); and ResourceAllocationMgrequest data/events to the system, (ii) send an actuation
(RAM). The VNSDM and SMare entry points that command to the VN for execution, and (iii) discover
receive requests issued the Boser and by applications registered VNs. The VNSDM goal is to receive those
via Infrastructure Provider (InP), respectively. Theequests that arrive at the system (@itit the Cloud tier
VNSDM is the same component described in the EdJET) or the Edge tier (ET)) and forward them to the
tier but deployed at the Cloud tier to manage-Bisér ResourceAllocationMgr component. An
requests that entéhe system via the Cloud tier. The SMimplementation of the VNSD is also deployed at the
provides a set of Application Programming Interfacegdge tier to provide an entry point for enabling the
(APIs) through the LightWeightManagementinterfaceapplication requests arrival directly aetlET without
(ILWM). It allows Infrastructure Providers (InPs) togoing through the CT. The SM provides a set of
manage the edgdoud system and for instance, executé\pplication Programming Interfaces (APIs) through the
the registry operation of a VN by invoking the Registried.ightWeight Management Interface (ILWM). It allows
Repository component using the IConfig interface. Thimfrastructure Providers (InPs) to manage the edge
RAM component deployed at the Cloud tier is theloud system and for instance, execube tegistry
centralizedresource allocatiosomponent in charge of operation of a VN by invoking the Registries Repository
engaging the master edge nodes in identifyiieggnode component using the 1Config interface.
(slave or master) capable of meeting the received The centralized ResourceAllocationMgr (RAM),

application request deployed at this tier. The RAM deployed at the Cloud
tier is the centralized component in charge of gimga
3.2.1.1 Behavioral View the master edge nodes in iidentifying the one node (slave

or master) capable of meeting the received application

As mentioned in section 3.1.1, our architecture igequest. Whenever a suitable edge node is identified, the
designed based on a mix of microservit&] [20] and RAM forwards the application request to it. Otherwise,
containefrbased solutions2P][15]. According to [19], the request is refused.u&essful requests are then
the containerization emerges as an approach that bririggated at the Edge tier by the local RAM, which offers
several benefits in an environment of high heterogeneite ResourceAllocatorinterface (IRA) used to receive
and resourceonstraints, such as Edge computingthe requests arriving via the VNSDM or forwarded by
These benefits are related to the rapid instantiatiofle centralized RAM. Upon receiving the application
initialization and fast reéging of the resources without requests, the RV invokes the VNInstanceMgr (VNIR)
the overhead of restarting the system. Moreover, the ugging the IVNIR interface to find a VN instance
of containers facilitates the distribution andmatching the request. When a VN instance that matches
management of components on the edge nodes tire requests is not found, or if the available VNs are busy
contrast to other virtualization solutions such as th@vith other, previously received request), the RAM
hypervisor B]. In turn, the microservice is used toshouldmake a decision regarding the current request.
develop the framework components with a looselyhe decision should take into account the type of the
coupled and highly cohesive design, therebgdge note: (i) if it is a slave edge node, then the request
implementing a unigue responsibility. is forwarded to its respective master edge node; (ii) if it

During the boot of our virtualization system, theiS a master edge node, then theizantal collaboration
components that encompass both the Edggaicept process is executed to find a neighbor master node
the Virtual Node) and Cloud tier are loaded angapable of provisioning a VN.
initialized. It is worth to mention that the components of Requests ~ are  then dealt by the
both tiers can be loaded independently with each othétesourceProvisioningMgr (RPM)nitially, the RPM
Moreover, as our components are packaged invokes the RegistriesRepositoryMgr (RR) using the
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IConfig interface tseek a VN description that meets the4 THE | MPLEMENTATION ARCHITECTURE
application request. Then, the RPM executes the action Using EDGEX FOUNDRY
to select and prepare the underlying physical

infrastructure that is capable of hosting and running @ this Section, we presertte proposal of architecture
VN instance according to the respective descriptiofysing Edgex Foundry. Figure 6 illustrates the
However there are 3 exceptions that should be handlegchitecture composed of specific components from the
(i) if 2 VN description is not found (so, the applicationedgex Foundry framework[12] and thirdparty

is requesting a service not currently being provided lyomponents. We used the EdgeX Foundry Components
the edgecloud infrastructure), or (i) if a selected edggEFC) for supporting the implemerion of the
node becomes unreachable or (ifjai selected edge components that encompass only our Edge tier (ET)
node has not enough resources to host and running Hifice the Cloud tier (CT) has no support in EdgeX
VN, then the RPM is not able to proceed, So It Sends%undry_ The Edgex Foundry is an open source
warning message in response to the application requeghmework designed for 10T Edge computing that

o ) encompasses a set of plagdplay andoosely coufed
Upon finalizing the above tasks with success, thgicroservice.

RPM invokes the VNMarger (VNM) component using 1, | \w-Dc4EC we are using the EFCs components to

the Vir';gaINode Interfac_e (IVN) to instantiate the NeWompose: (i) the Sensing and Actuation Manager (SAM)
VN. Initially, the VNM invokes the RR component component tasks regarding the interaction with the
through the IConfig interface to get t_h_e data type setti ysical environment, such as getting sensing data,
related to the request. Then, it identifies the type of V erforming actuation and managing and

and exectes the VN instantiation. From now on the;ommuynicating with the Sensor tier; (i) Data Storage
behavior depends on the type of VRhe VN exposes \janager (DSM) to manager the temporary database of
the IVN interface to provide its services upon receiving,q sensing data. Moreover, other EFCs are used to
the requests from the ResourceAllocationMgr. Also, thesnirol the registry repository, export sensing data from
VN operations are supported by engaging the Daffe temporary database to cloud afehcthe temporary
Handler, SAM, and DSM. The interaction among thesgatapase. The thirlarty components are used to (i)
components is described as follows. provide historical data processed or unprocessed in
response to the application requests at the Cloud tier, (ii)

The VN of type actuation (VNagjvokes the SAM a lightweight and higiperformance message system,

component using the IPUT interface to perform th%nd i) 2 CompleseEvent Processing (CEP
requested actuation. The VN of type sensing (VNse T(he) EEC Dpevice Services (DSg) (is thc)a. component

:cnterag[s W!th ltr:je D§ Mor retrieving tge dart]a sézjeams_ composing the SAM in charge of receiving raw sensing
'I[ﬁg' VII\IS:;”EZH ;}ts?) ziinsfoskg]?t:gtasmAeM Sgi';]ge the %gé?fata (after the boot of the system) from elements tha@
. encompass the Sensor tier and send them for storage in
interface whenever the data freshness of the stored d g temporary databassing the EFC Core Data. Each
does not meet the target QoS requirement. In this Ca¥Ss is an edge connector in charge of abstraéting the

ILesg dita ”:.L'St _?_f] ai:/(lq\luwfe? frorg ihef physm\a/ll no%es %terogeneity the Devices or 0T objects and allowing
it € Etnsoélll\ler. he do ype a? tuhs'og (t '\?ﬁ) dl the interaction with them. These devices or I0T objects
its subtype/Ncachg Xnds quenes to the Data Handieh, . ge, but are not limited to home appliances, alarm
(DH? component to fulfil its task. Th_e Dby its trn systems, heating and air conditioning, lighting,
quetesthe DSM, through the IEvent inface, to obtain industrial machines, irrigation systems, drones, traffic
the data streams needed to answer the VNdf reqmt' signals, automated transportation, and so forth.

VN of type user function (UF) also interacts with the The' edge connector is 'a component  that

DSM for retrieving the data from historical databasesencompasses the driver interface responsible for

Howgyer, I performs user injected coqle (appl'catlofhteraction with thephysical device, service for data
specific functions) oer data before returning the OlJtputtransformations, and handlers for servicing requests.

((j\%t\lae\t/c()a;gie?:%ﬁ)\yscae%%fégigﬁr:r}\e tr\1/eNDOSfI\;|y2r? desve;:]é Moreover, the DS interacts with the EFC Metadata to
them to the application using a callback support its ta§ks. The S_AM is also .cc_)mposed by EFC
' Command. It is responsible for providing the essentials

The behavior of theSensor tieris centered around interfaces to support the tasks of the Virtual Nodes (VN)
the SensingandActtianMgr (SAM) componentwhich  to send actuation commands (interface IPUT) and get
starts after the system bootingetting raw sensing data fresh data from the sensors directly (interface IGET).
from the Sensor tier and send them to th&he EFC Metadata is an important component used to
DataStorageManager (DSM) to be stored stores information about the services, devices an
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sensorstype, and organization of datiat are used by queries over raw data from the Context Broker to
EFC Command, EFC Device Services, and EFC Coprovide data processed.
Data. The EFC Configuration&Registry is the foundation
Regarding the cloud tier, we can observe both thte implement the Registries Repository (RR). It provides
LW-Dc4EC and thireparty components. The third a database for persistence metadata besides the
partty components encompass both the Context Brokessentials APIs (store, remove andriesze) to the
and the Complex Event Processing (CEP) componenteanagement. ThEFC Core Data is the foundation to
The Context Brokef21] is used as the provider of theimplement the DSM. It is the component in charge of
historical data to the applications. The historical data astoring and retrieving the data stream from historical
data that are no longer necessary to \melable at the databases maintained at the Edge flére EFC Core
Edge tier. They are essential for applications that ne@&hta provides a centralized persistence facility for data
to perform, for instance, a temporal analysis of the dateeadings collected at the Sensor tier and uses a REST
The Context Broker provides its services through NGSAPI for moving data into and out dfie local storage. It
interface [13]. The NGSI is a protocol in charge ofalso provides a degree of security and protection of the
providing a simpleyet powerful open API that data collected while the data is at the edge.
implements a RESTful API for Context Management. The CEP at the Edge tier is the component in charge
The CEP 8] is responsible for the execution of theof executing queries over sensed datahe data fusion
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VN type (VNdf) using he Data Handling (DH) consumes resources and services of mobile devices
component as intermediate. To provide the CEP witthrough the REST pattern using the CoAP protocol
data, the DH obtasthe data stream from the EFC Corehereby promoting the dissemination of data between
Data through an asynchronous process (subscribing taigers in a decentralized way. Unlike such work, we
gueue) using ZeroMQ. ZeroMQ TB is a high designed a new virtualization model capable of running
performance asynchronous magisg library, aimed to VNs for providing sensing data or performing actuation
be used in distributed or concurrent applicatiofise in response to the application requestedly at the
VNS also includes the EFC Export Services, aedge of the network. Moreover, we implemented a
component used to distribute data for other componergsocess of collaboration to allow VNs to share data with
or applications. In our architecture, it is used to move thteir neighboring nodes without the user mediation,
data stored in tntemporary database from the EFC Coréhereby improving the request response time and saving
Data to the Context Broker at the Cloud tier. bandwidth.

Finally, the EFC Scheduling is a component that can Concerning the ctdboration between edge nodes,
be used to schedule invocation of a URL. It includes thEaleb et al[33] introduced the "Follow Me Edge". It is
Scrubber microservice which cleans up the event ard concept based on Mobile Edge Computing (MEC)
reading d&a that has already been exported to thproviding a twetiered architecture to enable the
Context Broker. Optionally, the Scrubber can also bmigration of containers across edge nodes according to
configured to remove the stale event/reading data nthte localizationof their mobile users. Although the

exported. container migration emerges as a feasible solution for
the mobility requirement, the authors claim that the
5 RELATED WORK selection of the proper technique to perform the

migration is a challenge to avoid both communication

Two recent works brought significant advances to thiatency ad data synchronism issues. Our proposal
field of light virtualizatin models for sensors/loT differs from Taleb et al.[33] by providing a
devices. Madria et al[16] proposed a centralized collaboration process to share only the sensing data
virtualization model for Clouds of Sensors (Cos), whiclvetween edge nodes. Thus, we avoid transferring huge
encompasses Virtual Sensors and provides sensing sgpatainer images through the network, since each edge
service for the users. Unlike Madria et §16], we node alrady provides its services as VN containers
implement a degwralized virtualization model tailored thereby saving bandwidth and decreasing latency.
to meet requirements of emergent loT applications such Wang et al.[35] present the Edge Node Resource
as low latency and locatiesmwarenessin Santos et al. Management (ENORM), a framework for handling the
[25], the authors proposed Olympus, a decentralized apgplication requests and performing the workload
information fusion-basedvirtualization model foicCoS. offloading from tle Cloud to running at the Edge
Olympus uses information fusion to ensure that theetwork. ENORM addresses the resource management
system will provide data at the abstraction level desirgafoblem through a provisioning and deployment
by each application (either raw or aggregated accordimgechanism to integrate an edge node with a cloud
to different levels from the feature to the decision levelgerver, and an auscaling tool to dynamically manage
In Santog26], the auftors extended the original designedge resources. Althoughuowork was inspired by
of Olympus to create a thrdier CoS infrastructure to ENORM, our proposal is fully decentralized at the edge
provision Virtual Nodes (VN) at the edge of thenetwork. Such feature enables the edge nodes to find or
network. Our proposal differs from Olympus and itgorovision the best VNs for providing either raw or
extension in two essential aspects. First, we provideaggregated sensing data, or performing actuation in
process ofcollaboration between the VNs to activelyresponse to the as application requests arriving from
share fresh data with neighboring VNs. Thus, we avoidie cloud or the edge of the network.
re-reading the sensors to get the same data, thereby Sahni et al[24] present a novel computing approach
improving response time, bandwidth consumption, andamed Edge Mesh integrating the best characteristics of
sensor lifespan. Second, Olympus defines the VN astke Cloud Computing, Edge Computing, and
program able to perform a set of information fusiorCooperative Computing into aesh network of edge
techniques based on application requirements. Unlikievices to decentralize decisiaraking tasks. It enables
Olympus, our model is more generic and providesollaboration between edge devices for data sharing and
predefined types of VNs representing each data tyg@mputation tasks. However, the authors present several
provided to serve the application requests. open issues for implementing the communication

Shi et al [29] provide a flat view of Fog Computing between differentypes of devices. Some open issues
that connects the cloud of sensors and smart devices eRncern how and which data should be shared between
mobile devices. Their proposed infrastructure offers argtlge devices, and the appropriate local to execute the
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intelligence of the application at the edge of the networklissemination through all the nodes of the system. One
Our proposal leverages the advances promoted by tben also take advantage of the heterogeneity of nodes, in
Edge mesh approach and addresses the related opeder to assign the role of masters only to nodes with

issues by proposing all the steps for a collaboratiogreater capacitgf resources.

process at the edge tier for enabling the data sharing Regarding security requirements, the high

between VNs. availability of data produced by end users 10T devices
raises privacy issues. For example, analyzing photos and
6 FINAL REMARKS AND ONGOING WORK videos generated by a smartphone can help identifying

terrorist attacks or other publgafety situations. Being

The edgecloud computing systems require aable to have such data to be consumed by data analytics
lightweight virtualization approach, to deal with theapplications in the cloud can bring countless benefits not
resource constraints of edge devices. Our proposaldsly to the device owner but to the community as a
adopting a virtualization approach based on containevdiole. Therefore, on the one hand, it would be important
and microservices, thus providing a virtualization moddép share this data, but on the other hand, such
with low overhead. Moreover, we propose tagzentric  information is often private¢onfidential and cannot be
approach, in which the virtual nodes are defined baséésseminated blindly. The main challenge is to maintain
on the data (either raw or processed), instead of e¥ser privacy while provisioning such analysis services.
virtual machines or processing cores. Therefordhe proposed hierarchical approach can be eetmo
resources offered by the edgeud infrastructure, as address this challenge. Each user can register her/his
well as application requests issliby end users, are devices on an edge node in the vicinity, which would be
described based on the data to be provided/consumed:onsidered her/his private edge node, and provide

Our datacentric virtualization model leverages datacomputing and storage capabilies. The raw data
reutilization among different application with similargenerated by the user would be assedatith VMs
requirements in terms of data sources, thus promotirigstantiated on the private edge node, which could filter,
higher  returrof-investments  for  infrastructure preprocess and anonymize the relevant data before
providers. Our virtualization model provides severapassing it to higher levels of the hierarchy for further
built-in types of virtual nodes that support the definitiorainalysis.
of different types of datdriven resources that are  Our research team has concretized the concepts
managed by the edgdoud infrastructure. The described in this pag into a functional prototype that is
definition of daa-centric virtual nodes allows for being currently tested within the scope of a Betided
various types of granularity in the content of a node, iR&D project. However, for confidentiality reasons, we
order to promote either the reuse (sharing) of resourceannot release the link for access to our prototype at this
either the fulfillment of applicatiospecific stage. We can say, in advance, that our fonefi
requirements. A virtual node can be specified to berototype was implemented using the open source
tailored to the requirements of a single specifi@latform EdgeX FoundrylZ].
application, an application domain, or represent a
generic function of data fusion or event detection. ThilCKNOWLEDGEMENTS
feature helps dealing with the high heterogeneity of
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The proposed software framewonwas specially 0058 and by FAPESRgrant 2015/24144). Professors
designed to address the inherent challenges of resouFdavia Delicato and Paulo Pires are CNPq Fellows.
management in edgdoud ecosystems. The specified
software components and description of their behavi®@ereRENCES
will provide the underpinning and wefbrmed
guideines for building concrete resource managemer[:%] ]
systems for these systems. Adopting a distributed,  ©f things: A survey Gomputer
hierarchical approach to the framework and supporting ~ Networks, 54(15), pp.2782805, 2010.

collaboration between edge nodes enable addressing (e . Bass,P. Clementsand R. Kazman Software
challenges of largscale, device heterogeneitgsource architecture in  practice, AddisonrWesley
constraints, and also helps meeting application privacy  Pprofessional, 2003.

requirements. Hierarchical approaches are well known ) o ]
for minimizing coordination overhead in largeale [3] F.Bonomi R. Milito, J. Zhu, andS. Addepalli,
systems, since master nodes are responsible for FOg computing and itsole in the internet of
controlling their slave nodes, and rsage exchange is t hi nirgRyacekdings of the first edition of the
restricted to a smaller region, rather than requiring

L. Atzori, A. lera, andG. Morabito,iThe internet

43



Open Journal of Internet Of Things (OJIOT), Volume 5, Issue 1, 2019

MCC workshop on Mobileloud computing, pp. [14] M. InabaN. Katoh,andH. | Applicationsiof
13-16.ACM 2012. weighted Voronoi diagrams and randomization to
variancebased kcluse r i ng, 6 I n Procee

[4] dM Bouzegﬁoub,ﬁA frameworkdfor analysis r?f the Tenth Anual Symposium on Computatil
ata freshnessd In  Proceedings of the
International Workshop on Information Quality in Geometry, pp. 33339, ACM, June 1994.
Information Systems, pp. 597, ACM, June [15] B.Il.Ismail,E. M. Goortni,M. B. Ab Karim, W.
2004. M. Tat, S. SetapaJ. Y. Luke, andO. H. Hoe,
fiEvaluation of doker as edge computing

. . pl at flrolEEB Caxference on Open Systems
based f aul ACMtTarlsaetiom orc e , 0
Computer Systems (TOCS), 14(1), pp.86107, (ICOS), pp. 130135, IEEE, August 2015.
1996. [16] S. Madria, V. Kumar, and R. Dalvi, fiSensor

[6] S. Chatterjee, and S. Misra, fOptimal gg)fl;v?;reAﬂc(BUd %77 ;/0'1; tuallEEEsensor s
composition of a virtual sensor for efficient ' » PP- ' '
virtualization within sensec | o udln 6 [17] R. Mahmud, R. Kotagiri, and R. Buyya, fiFog

[5] T.C.Bressoud, anf. B.SchneiderfiHypervisor

Proceedings dEEE International Conference on computing: A taxonomy survey and future
Communicdéions (ICC), pp. 448153, IEEE, June di r e c tnilmemet pf@verything, pp. 103
2015. 130, Springer, Singapore, 2018.

[71 R.Dautov,S.DistefanoD. Bruneo,F.Longo,G. [18] S. Misra, S. Chatterjee, and/. S. Obaidat,’iOn
Merlino, andA . P u | Pushing ihtelligencé theoretical modeling of sensor cloud: A paradigm

totheedgewithat r eam processingshft chfirtoenst wi €@ ed es SSEEEsensor
In 2017 IEEE International Conference on Systems Journal, 11(2), pp.10841093, 2014.

Internet of Things (iThings) and IEEE Green . . . -
Computing and Communications (GreenComflg] Eﬁ(,;A\]Og?ltrﬁoc,:\c/).ngglﬁgtlgfo?(:dgzlzg}r':lbu?iaﬁ

and IEEE Cykr, Physical and Social Computing Iightv§1ei ’g ht vir tEG@Netvorka32(l)o n, o
(CPSCom) and IEEE Smart Da(@martData), 102111 2018 k '
pp. 792799, IEEE, June 2017. Pp. ’ :

~ 20] S. Newman, Building microservices: designing

[8] M. Dayarathna, andS. Perera, fiRecent [ - . e i
advancement s i n e ACHIn t Bnle—%r%ngdssygtelmsn 8f2egly Media, Inc., 2015.
Computing Surveys (CSUR), 51(2), p.33, 2018.  [21] Orion  Context Broker. Available at:

. . : https://forge.fiware.org/plugins/mediawiki/wiki/f

9] F. C. Delicato, P. F. Pires, and T. Batista, : . ; X :

[l Resource management for Internet of Things, pp |ware/|ndex.php/Publlsh/Subscrlbe_Broker_Orlo.
1-116, Springer International PublishingSBN: SEC;gtﬁ;ts_tBarcoclgzrs_‘U:EgrazgggProgrammers_GU|
9783-319542478, 2017. - ) '

[10] F. C.Delicato, P. F.Pires, andT. Batista,fThe [22] C.Pahl, an®B. Lee,AContainers and clusters for
esou ce management chall effgfECAMIETTIRTE 8 BT 00 N0Y T
Resource management for Internet of Things, pp. Future Intern?at of fiinas and Cloud 37986
7-18, Springer International PublishindSBN: IEEE. August 2015 & » PP- '
9783-319542478, 2017. » AUg '

[11] N. Dragoni, S. Giallorenzo,A. L. Lafuente,M. [23] C. Roy_, A Roy, and S. M|s_,ra, nDIVISOR:_
MazzaraF. Montesi. RMustafin. and_. Safina, Dynamic virtual sensor formation for overlapping

U . . egion in Io'FBa ed sensar| qudn 0O
NMi croservices: Yester . 1'% 3 Ehd.
o e e s Eostange ) o e e
Engineering, pp. 195216, Springer, Cham, 2017. (WCNC), pp. 16, IEEE, April 2018,
[24] Y. Sahni, JCao,S. Zhang, and_. Yang, fiEdge
mesh: A new paradigm to enable distributed
[13] FIWARE NGSI Open RESTful API intel | i gence i n |IBEEAwmss, et of
Specification. Available athttp://forge.fiware. vol. 5, pp.1644116458, 2017.
org/plugins/mediawiki/wiki/fiware/index.php/FI I. L. SantosL.. Pirmez,F. C.Delicato.S. U.Khan,

e 125]
\(;\rlwAII_?aEsTchcils_sQ%igﬁlztE %Tul_API_SpeuﬂcaU and A. Y. Zomaya, i0Olympus: The cloud of

[12] EdgeX Foundry. Available at: https://www.
edgexfoundry.orglLast access: August 2019.

44


https://www.edgexfoundry.org/
https://www.edgexfoundry.org/
https://forge.fiware.org/plugins/mediawiki/wiki/fiware/index.php/Publish/Subscribe_Broker_Orion_Context_Broker_User_and_Programmers_Guide_R3
https://forge.fiware.org/plugins/mediawiki/wiki/fiware/index.php/Publish/Subscribe_Broker_Orion_Context_Broker_User_and_Programmers_Guide_R3
https://forge.fiware.org/plugins/mediawiki/wiki/fiware/index.php/Publish/Subscribe_Broker_Orion_Context_Broker_User_and_Programmers_Guide_R3
https://forge.fiware.org/plugins/mediawiki/wiki/fiware/index.php/Publish/Subscribe_Broker_Orion_Context_Broker_User_and_Programmers_Guide_R3

Igor Ledo dos Santos et al.: Data-Centric Resource Management in Edge-Cloud Systems for the 10T

[26]

[27]

(28]

[29]

[30]

sensors [EEE Cloud Computing, 2(2), pp.4856, [31]

2015.

I. L. Santos,L. Pirmez,F. C. Delicato, G. M.
Oliveira, C. M. Farias,S. U. Khan, andY. Y.
Zomaya,f Zeus: A resource allocation algorithm
for t he
Computer Systems, vol. 92, pp.564681, 2019.

M. Satyanarayaam, V. Bahl, R. Caceres, andl.
Davies, fiThe case for vabased cloudlets in
mobile comp t i HEEE Pérvasive Computing,
8(4), pp. 14-23,2009.

E. M. Schooler, D. Zage, J. Sedayao, H.
Moustafa, A. Brown, and M. Ambrosin, fAn
architectural vision for a dat@entric iot:
Rethinking things, trust and clouds, In
Proceedings ofthe IEEE 37th International [34]
Conference on Distributed Computing System
(ICDCS), pp. 17171728,IEEE, June 2017.

H. Shi, N. Chen, and R. Deters, AiCombining
mobile and fog computing: Using coap link
mobile cevice clouds with fog computingin the

IEEE International Conference on Data Scienc&e]
and Data Interige Systemspp. 564571, IEEE,
December 2015.

W. Shi,J. Cao,Q. Zhang,Y. Li, andL. Xu, AEdge
computing: Vision and challengeés, IEEE
Internet of Things Journal, 3(5), pp.637646,
2016.

[33]

[35]

[37]

45

O. Skarlat, M. Nardelli, S. Schulte, M.
Borkowski, and P. Leitner, AOptimized bT
service placement in the fagService Oriented
Computing and Applications, 11(4), pp.427443,
2017.

c | o Urdture deneratioe n [32) r & Skarlat,S. Schulte M. Borkowski, M. andP.

Leitner, AResource provisidng for 10T services
in the fogd In Proceedings of théEEE 9th
International ©nference on &vice-Oriented
Computing and fplications (SOCA)pp. 3239,
IEEE, November 2016.

T. Taleb,S. Dutta, A. Ksentini, M. Igbal,and H.
Flinck, fi Mobile edge computing pential in
making cities smartey, IEEE Communications
Magazine, 55(3), 2017.

S. Tarkoma, Publish/subscribe systems: design
and principles, John Wiley & Sons, 2012.

N. Wang,B. VargheseM. Matthaiou,and D. S.
Nikolopoulos,AENORM: A framework for edge
node resource managemertEE Transactions
on Services Computing, pp. 1-1, IEEE, 2017.

S.Yi, C. Li, and Q. Li, AA survey of fog
computing: concepts, applicationsdaigsues) In
Proceedings of thé&/orkshop on Mbile Big Data
pp. 3742,ACM, June 2015.

ZeroMQ. Available at: https://rfc.zeromg.org
/spec:23/ZMTP/Last access: August 2019.


https://rfc.zeromq.org/spec:23/ZMTP/
https://rfc.zeromq.org/spec:23/ZMTP/

Open Journal of Internet Of Things (OJIOT), Volume 5, Issue 1, 2019

AUTHOR BIOGRAPHIES

Things, Wireless Sensor and Actuator Networks and
Cloud of Sensors.

Solutions for the Internet of Things (2013) and Resource

Igor L. Santos received his
Doctorate degree in Informatics

in 2017 from the Federal |

University of Rio de Janeiro. He
is currently a lecturer at Federal
Centre  for  Technological

Education Celso Suckow da

FonsecaHis research interests

Marcelo P. Alveshas an M.S.
in informaics and is pursuing
a doctoral degree in
informatics, both at UFRJ. He
is a lecturer at Uniabeu
University Center and an
independent IT consultant. His
research interests include
Internet, and distributed
systems, model driven

include Indwstry 4.0, Internet of software engineering, 10T, drsoftware architectures.

Flavia C. Delicato is an

Associate Professor at the
Federal University of Rio de
Janeiro. Her primary research
interests are 10T, WSN,
middleware and Edge
Computing She has published

Ana Cristina Oliveira holds
a degree in  Systems
Engineering (1992), a degree
in  Electronic Engineering
(1993) and a master's degree
in Theory of Controls and
Statistics (1997), from the
Department of Electrical
Engineering athe Pontifical

2 Books and over 160 papers Catholic University of Rio de Janeiro, Brazil. She is

currently a Senior Manager and a Data Scientist at Dell

Paulo F. Piresis an associate EMC. She has experience in the areas of Machine
professor at UFRJ and leader-€arning, Big Data and Applied Statistics.

of the UBICOMP laboratory.
In the last few vyears his
research efforts have focused
on applying software
engineering teatiques in the
contextof system development
for the Internet of Things. He
has ceauthored two books on
the 10T theme: Middleware

Management for Internet of Things (2017).

46

Tiago Salviano Calmonis a
researchein the area of data
science at DelEMC and a
PhD student at UFRJ, Brazil.
He has experience in the field
of Modeling and control of
Management Systems,
Distributed  Systems  and
Optimization.



